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Abstract

Nowadays, complex computing systems control safety critical systems like nuclear power plants, aeroplanes, and modern cars. Errors in safety critical systems can have catastrophic consequences. The best way to ensure that a system is error free is by using formal methods. However, no existing formal method covers all aspects of these systems.

In this work, we present a combination of the formal methods CSP, Object-Z and Duration Calculus. Each method can describe certain aspects of a system: CSP can describe behavioural aspects, such as sequential and concurrent behaviour and synchronous communication, Object-Z complex data operations, and Duration Calculus real-time requirements. It is challenging to combine these to a unified language, CSP-OZ-DC, that takes advantage of the individual strengths of the underlying formalisms.

The semantics of CSP-OZ-DC needs to cover the basic entities of the constituent languages: events for CSP, operations and data spaces for Object-Z, and time dependent observables for Duration Calculus. We describe a particular behaviour of the system as a trajectory mapping each point in time to a valuation that provides values for all state variables. Instantaneous events are represented by rising and falling edges of Boolean state variables. The trace semantics of the full system is given as the set of all behaviours that are allowed by the CSP, the Object-Z, and the Duration Calculus part.

To facilitate the use of model checkers, we also provide an operational semantics. To this end, we introduce phase event automata, a new class of timed automata. The components of a combined specification can be translated individually into phase event automata that run in parallel to build the full system. The full system permits those behaviours that are permitted by each component automaton. We prove the soundness of the translation by showing that a behaviour is in the trace semantics of the CSP, the Object-Z, or the DC part if and only if it is accepted by the corresponding automaton.

We present two different model checking approaches for phase event automata. For systems having a finite data space, an abstraction from phase event automata into timed automata can be used. Timed automata can
be checked with tools like Uppaal [BDL04], which can prove properties like reachability. For systems with an infinite data space, we present a different approach. The phase event automata are translated into transition constraint systems that represent the transition relation by a first-order formula. A bounded model checker can be used to find counterexamples that violate the formula. The absence of counterexamples in a system can be proven by the abstraction refinement model checker ARMC [Ryb02]. There is no guarantee that this model checker terminates, since the problem it strives to solve is not decidable. However, we demonstrate the effectiveness by a case study of a real-time system with unbounded integer variables in its data space.
Zusammenfassung


Acknowledgements

I enjoyed working in the Group “Correct System Design” (formerly “Semantics”) of Ernst-Rüdiger Olderog. Therefore, I would like to thank the current and former members for contributing to the positive atmosphere: Andrea Göken, Clemens Fischer, Josef Tapken, Heike Wehrheim, Henning Dierks, Michael Möller, Holger Rasch, Andreas Schäfer, Ingo Brückner, Johannes Faber, André Platzer, Roland Meyer, and Margarete Muhle. Especially I thank Clemens for establishing the basis CSP-OZ, Andreas for interesting discussions, for example about axiomatisability of Duration Calculus, and Michael, who was always helpful in creating nice looking graphics and layouts. Andreas Schäfer, Michael Möller and Roland Meyer were so kind to give feedback for earlier versions of this thesis.

The AVACS subproject “R1” gave a lot of new ideas that have partly found their way into this thesis. The members are Andreas Podelski, Ernst-Rüdiger Olderog, Patrick Maier, Andrey Rybalchenko, Bernd Finkbeiner, Heike Wehrheim, Ingo Brückner, Uwe Waldmann, and Viorica Sofronie-Stokkermans. I have to thank Patrick Maier for introducing me to abstraction-refinement model-checking and Andrey Rybalchenko for writing the tool ARMC.

I thank Anders Ravn for reviewing this thesis. Also his research on the Duration Calculus forms an important basis. His implementables were the starting point for the counterexample traces.

Last but not least, I thank my parents for their continuous support.
Contents

1. Introduction 1

2. CSP, Object-Z and Duration Calculus 5
   2.1. CSP ........................................ 5
       2.1.1. Syntax .................................. 6
       2.1.2. Operational Semantics .................. 6
   2.2. Z ........................................ 7
       2.2.1. Syntax .................................. 9
       2.2.2. Type Checking ............................ 11
       2.2.3. Semantics ............................... 12
       2.2.4. Boolean Type ............................. 13
       2.2.5. Object-Z ................................. 14
       2.2.6. Reference and Value Semantics .......... 15
   2.3. Duration Calculus ............................ 16
       2.3.1. Syntax of Duration Calculus .......... 17
       2.3.2. Semantics of Duration Calculus ........ 18
       2.3.3. Abbreviations .......................... 19
       2.3.4. Embedding Z into Duration Calculus .... 20
       2.3.5. Embedding Events Into State Variables .... 20
       2.3.6. Counterexample Traces .................. 21
       2.3.7. Satisfiability of DC is Semi-Decidable ... 24

3. CSP-OZ-DC 29
   3.1. CSPz ........................................ 29
       3.1.1. Syntax .................................. 30
       3.1.2. Semantics ................................ 37
   3.2. CSP-OZ-DC Classes .......................... 48
       3.2.1. Syntax .................................. 48
       3.2.2. Case Study .............................. 51
       3.2.3. Semantics ................................ 54
   3.3. Parallel Composition of Systems ............... 59
   3.4. Discussion and Related Work .................. 61
3.4.1. CSPz ........................................ 61
3.4.2. Semantics of CSP-OZ-DC .......................... 64
3.4.3. Parallel Composition ............................... 65
3.4.4. Related Work .................................. 65

4. Phase Event Automata .................................. 67
  4.1. Prerequisites ...................................... 69
  4.2. Syntax of Phase Event Automata ...................... 72
  4.3. Operational Semantics ................................ 75
  4.4. Automata and Formulae ............................... 81
  4.5. Deterministic Automata ................................ 83
  4.6. Case Study: Audio Control Protocol .................. 86
  4.7. Discussion and Related Work .......................... 90
    4.7.1. Discussion .................................. 90
    4.7.2. Other Timed Automata Models ................. 92

5. From CSP-OZ-DC to Phase-Event-Automata ............ 95
  5.1. Translating CSP .................................. 95
  5.2. Translating Object-Z ................................ 98
  5.3. Translating DC .................................. 101
    5.3.1. Power Set Construction for Counterexamples .... 103
    5.3.2. Creating the Accepting Automaton ............... 135
    5.3.3. Case Study: Elevator ............................ 138
  5.4. Discussion and Related Work .......................... 139

6. Model Checking ........................................ 143
  6.1. Implementation of Phase Event Automata ............. 144
    6.1.1. Representation of Formulae ...................... 144
    6.1.2. Computing the Power Set Automaton .............. 146
  6.2. Reachability and Phase Event Automata ................ 149
  6.3. Translation to Uppaal Automata ...................... 151
    6.3.1. Case Study: Audio Protocol ...................... 154
  6.4. A Constraint-based Semantics for PEA ................ 159
    6.4.1. Transition Constraint Systems ................... 160
    6.4.2. Translation of PEA to TCS ...................... 161
    6.4.3. Bounded Model Checking ....................... 165
    6.4.4. ARMC .................................... 166
    6.4.5. Case Study: Elevator ............................ 167
  6.5. Related Work .................................. 171
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.5.1.</td>
<td>Audio Protocol</td>
<td>171</td>
</tr>
<tr>
<td>6.5.2.</td>
<td>Model Checking Duration Calculus</td>
<td>172</td>
</tr>
<tr>
<td>7.</td>
<td>Conclusion</td>
<td>175</td>
</tr>
<tr>
<td>7.1.</td>
<td>Summary</td>
<td>175</td>
</tr>
<tr>
<td>7.2.</td>
<td>Future Work</td>
<td>176</td>
</tr>
<tr>
<td>A.</td>
<td>Syntax of CSP-OZ-DC</td>
<td>179</td>
</tr>
<tr>
<td>A.1.</td>
<td>New constructs in CSPz</td>
<td>179</td>
</tr>
<tr>
<td>A.2.</td>
<td>New constructs in CSP-OZ-DC</td>
<td>180</td>
</tr>
<tr>
<td>A.3.</td>
<td>DC formulae</td>
<td>181</td>
</tr>
<tr>
<td>Bibliography</td>
<td></td>
<td>183</td>
</tr>
<tr>
<td>Index</td>
<td></td>
<td>193</td>
</tr>
<tr>
<td>Curriculum Vitae</td>
<td></td>
<td>197</td>
</tr>
<tr>
<td>Technical Reports</td>
<td></td>
<td>199</td>
</tr>
</tbody>
</table>
xiv
List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Type-checking rule for a CSPz process declaration</td>
<td>40</td>
</tr>
<tr>
<td>3.2</td>
<td>Elevator specification</td>
<td>55</td>
</tr>
<tr>
<td>4.1</td>
<td>Phase event automaton for a watchdog</td>
<td>70</td>
</tr>
<tr>
<td>4.2</td>
<td>Manchester coding of ‘101100100’</td>
<td>87</td>
</tr>
<tr>
<td>4.3</td>
<td>The sender and receiver automata</td>
<td>89</td>
</tr>
<tr>
<td>4.4</td>
<td>Gaps between two rising edges in Manchester encoding</td>
<td>90</td>
</tr>
<tr>
<td>4.5</td>
<td>Comparison of timed automata models</td>
<td>94</td>
</tr>
<tr>
<td>5.1</td>
<td>Translation of CSP part of elevator</td>
<td>99</td>
</tr>
<tr>
<td>5.2</td>
<td>Translation of Object-Z part of elevator</td>
<td>102</td>
</tr>
<tr>
<td>5.3</td>
<td>Automaton for true $\lhd [A] \land \ell \geq 4 \lhd [B] \land \ell &lt; 6$</td>
<td>109</td>
</tr>
<tr>
<td>5.4</td>
<td>Automaton for $[A] \lhd [B]$</td>
<td>111</td>
</tr>
<tr>
<td>5.5</td>
<td>Automaton for $[A] \land \ell &gt; 1 \lhd [B]$</td>
<td>112</td>
</tr>
<tr>
<td>5.6</td>
<td>Automaton for true $\lhd [B] \land \ell \geq 2 \lhd \neg B$</td>
<td>113</td>
</tr>
<tr>
<td>5.7</td>
<td>Automaton for $[A] \lhd \ell &lt; 2$</td>
<td>113</td>
</tr>
<tr>
<td>5.8</td>
<td>Automaton for $[A] \land \ell &lt; 1 \lhd \ell \leq 2$</td>
<td>114</td>
</tr>
<tr>
<td>5.9</td>
<td>Definition of guard</td>
<td>116</td>
</tr>
<tr>
<td>6.1</td>
<td>Decision Diagram representation</td>
<td>145</td>
</tr>
<tr>
<td>6.2</td>
<td>Java code to manage Constraint Decision Diagrams</td>
<td>146</td>
</tr>
<tr>
<td>6.3</td>
<td>Pseudo code to compute successors and guard</td>
<td>148</td>
</tr>
<tr>
<td>6.4</td>
<td>Pseudo code to build power set automaton</td>
<td>150</td>
</tr>
<tr>
<td>6.5</td>
<td>Product automaton for the Audio Protocol</td>
<td>154</td>
</tr>
<tr>
<td>6.6</td>
<td>Product automaton without unreachable edges and locations</td>
<td>155</td>
</tr>
<tr>
<td>6.7</td>
<td>Algorithm to semi-decide reachability for a TCS</td>
<td>166</td>
</tr>
</tbody>
</table>
1. Introduction

In recent years, computing systems have become ubiquitous. So-called embedded systems control technical equipment. They are widely used in consumer applications like digital cameras, mobile phones, and handhelds. They also control safety critical systems like nuclear power plants, airplanes, and modern cars. Errors in safety critical systems can have catastrophic consequences. The best way to ensure that a system is error free is by applying formal methods. These methods enable the manufacturer to actually prove that the system contains no software errors.

However, no existing formal method covers all aspects of these systems. There are techniques to describe the behavioural aspects like CSP [Hoa85] and CCS [Mil89] that provide methods to analyse the behaviour of communicating concurrent processes. With state-based techniques like Z [ISO02] and B [Abr96], it is possible to model large state spaces and complex operations. For real-time systems that have to react within certain time bounds, timed automata [AD94] and logics like TCTL [ACD93], Timed LTL [AH89], and Duration Calculus [ZH04] provide techniques to model these systems and specify their properties.

Using these techniques in isolation can lead to inconsistent specifications. If parts of the system are described by a behavioural language and other parts by a state-based language, a clean semantics is needed that describe how these parts interact with each other. Therefore, the combination of behavioural and state-based techniques has been researched. The results are languages like CSP-OZ [Fis00], TCOZ [MD98], and RT-Z [Süh99], that have their own syntax and semantics. Ideally, the definition of the semantics reuses the semantics of the individual languages, and describes only the way they are combined.

To extend state-based and behavioural techniques with real-time aspects, different approaches exist. One approach is unifying a state based language and Timed CSP [DS95], an extension of CSP with a time-out operator. In this thesis we take a different approach. We combine CSP-OZ, which integrates CSP and Object-Z, with Duration Calculus [ZH04], a technique to specify real-time systems.

*Communicating Sequential Processes* (CSP) is a specification language
for communicating sequential processes. It was introduced by Hoare [Hoa78, Hoa85]. The central concepts of CSP are synchronous communications over channels between different components and parallel compositions. Different operational and denotational semantics are defined, and their consistency is backed up by a mathematical theory in [Ros97]. The model checker FDR [Ros94] enables automatic verification for CSP specification.

The language Z [Spi88] is a mathematical notation developed by Abrial and others at the Programming Research Group of the Oxford University Computing Laboratory (OUCL) since the late 1970s. It defines notations for logical operations, quantifiers, sets, and functions. Furthermore, a schema calculus is defined, which provides a structured way to represent large state space and operations. An object-oriented extension is Object-Z by Smith [Smi00]. Tool support for Z and Object-Z exists in form of type checkers [Joh96] and theorem provers like Z/EVES [Saa97] and Isabelle/HOL-Z [Kol97, SKS02]. The Community Z Tools (CZT) provide a library for parsing and type checking Z specifications.

Duration Calculus (abbreviated to DC) is a real-time interval logic with an extensive proof system (calculus). It was initially developed in the context of the ProCoS (Provably Correct Systems) project to describe the behaviour of real-time systems. To represent state variables that change over time, the notion of observables is used. Their semantics is given by functions $\text{Time} \rightarrow D$ providing a value from the data domain $D$ for each point in time. The time domain can be discrete ($\text{Time} = \mathbb{N}$) or dense ($\text{Time} = \mathbb{R}$). Verification support for discrete time is given through the validity checker DCVALID [Pan01]. For dense time, embeddings of Duration Calculus into the theorem provers PVS and Isabelle are provided by Skakkebæk [Ska94] and Heilmann [Hei99].

The combination CSP-OZ-DC should allow reusing existing tools and verification methods for each of the individual languages. For example, refinement proofs for one part should be transferable to the full CSP-OZ-DC specification. Therefore, the combined language must allow modular reasoning. We define the semantics of the combined language based on the semantics of the constituent languages. Modular reasoning is also useful to verify complex specification consisting of many CSP-OZ-DC classes.

In this thesis, we give two semantics for the combined specification language CSP-OZ-DC. In chapter 3 we define a trace semantics. Each of the individual languages CSP, Object-Z, and DC already has a trace seman-
tics, but the traces come from different domains. Therefore, they have to be transformed to a common shape. The traces permitted by a combined CSP-OZ-DC specification are those that are permitted by the CSP, the Object-Z, and the Duration Calculus part. This definition of trace semantics allows modular reasoning.

In chapter 5, we give an equivalent operational semantics for CSP-OZ-DC. The semantics is based on a new automaton model, called phase event automata. When these automata run in parallel, they synchronise on both their state space and their events. To implement real-time properties, these automata use the concept of clocks from Alur and Dill [AD94]. The operational semantics of a CSP-OZ-DC class is given by the parallel composition of three automata, each implementing one of the parts of the class: the CSP part, the Object-Z part and the DC part. We show the correctness of the translation by comparing the runs of the automata with the trace semantics of CSP-OZ-DC.

The main technical result is the translation of a subset of Duration Calculus, called counterexample formulae, to phase event automata. In 5.3 we give an explicit construction of the automaton. We prove the correctness of the translation by showing that each interpretation accepted by the automaton satisfies the DC formulae and vice versa.

The operational semantics enables model checking techniques. Model checking [CES86] is a verification method that has been successfully applied on finite state systems to prove their correctness. It is fully automatic and does not require ingenious proofs. The first model checkers used explicit state techniques, enumerating all reachable states of the system. If a state is found that violates a property, a counterexample is produced that shows how to reach this state. When all reachable states have been visited without finding a state that violates the property, the model checker assures that the system is safe with respect to the property.

The state of the art in automatic verification is dramatically increased by symbolic techniques. Instead of enumerating all reachable states by giving exact values of the state variables, symbolic techniques [BCM+90, McM93] use formulae, which represent sets of reachable states. In some cases, these symbolic techniques may be employed even for infinite state systems. A popular example is model checking of timed automata [YPD94] where zones, which are infinite sets of clock valuations, are described by a finite formula.

In CSP-OZ-DC the sources of infinity are threefold: CSP processes can introduce infinitely many control locations, Object-Z can introduce an infi-
nite data space by declaring variables in an infinite data domain, and Duration Calculus introduces real-valued time. We do not examine systems with an infinite CSP part in this thesis, but for systems with infinite data space and real-valued time, we present model checking techniques in chapter 6. We consider two different approaches. For some systems, we can abstract from the data space of a phase event automaton. This produces a timed automata, which can be checked using popular tools like Uppaal [BDL04] and Kronos [Yov97]. These tools prove properties like reachability. For systems with infinite data space, we present a different approach. The phase event automaton is translated into transition constraint systems that represent the transition relation by a first-order formula. A bounded model checker finds counterexamples that violate the formula. Another model checker for transition constraint systems is the abstraction refinement model checker ARMC [Ryb02]. It creates a finite abstraction of the system, which is refined based on spurious counterexamples. These are counterexamples in the abstract system that are not present in the concrete systems. We show that this model checker can be applied to phase event automata built from a CSP-OZ-DC class.

This thesis is organised as follows. In chapter 2, we introduce the specification techniques CSP, Object-Z, and Duration Calculus. In chapter 3, we present the combined specification technique CSP-OZ-DC, and give the trace semantics for this language. Chapter 4 introduces phase event automata, their parallel composition, and their semantics. In chapter 5, we present the translation of CSP-OZ-DC classes to phase event automata. The main result is the translation of a subclass of Duration Calculus, called counterexample formulae, to phase event automata. In chapter 6, we sketch the implementation of the translation, and present the two different model checking approaches. In chapter 7 we summarise the results of this thesis and discuss topics for future work. The appendix contains grammar rules for CSP-OZ-DC extending the syntax rules for Z.
2. CSP, Object-Z and Duration Calculus
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This chapter introduces the formal techniques CSP, Object-Z, and Duration Calculus.

2.1. CSP

CSP is a specification language for communicating sequential processes. It was introduced by Hoare [Hoa78, Hoa85]. The language is used to describe behaviour of sequential and parallel processes in terms of the events they communicate. The events can be structured as \((c, v)\) where \(c\) is a communication channel and \(v\) the communicated value. The set of events a process can communicate is also called its alphabet and denoted by \(A\).
Events are instantaneous; the real-time a communication needs is abstracted into a single moment. The communication between processes running in parallel is synchronous; both the sending and the receiving processes take the associated transition at the same time.

2.1.1. Syntax

The following simple grammar outlines the basic syntax of CSP:

\[ P ::= \text{Stop} \mid \text{Skip} \mid a \rightarrow P \mid P_1 \sqcap P_2 \mid P_1 \sqcup P_2 \mid P_1 \oplus P_2 \mid P_1 \circledast P_2 \mid \frac{P_1}{A} \oplus P_2 \mid \frac{P_1}{A} \parallel P_2 \mid \frac{P_1}{A} \backslash P_2 \mid X \]

The process \text{Stop} represents a deadlock, i.e., a process that never participates in any communication. The process \text{Skip} terminates immediately. Termination is represented by communicating a reserved termination event \( \checkmark \). The process \( a \rightarrow P \) communicates an event \( a \) and behaves like process \( P \) afterwards. The construct \( P_1 \sqcap P_2 \) represents a process that behaves either as \( P_1 \) or as \( P_2 \). The choice is done internally. In contrast there is the external choice \( P_1 \sqcup P_2 \) where the first visible event of a component running in parallel determines which alternative, \( P_1 \) or \( P_2 \), has to be taken. Sequential composition is represented as \( P_1 \circledast P_2 \). Whenever the first process \( P_1 \) communicates the termination event \( \checkmark \), process \( P_2 \) is activated.

The constructs \( P_1 \parallel P_2 \) represents the parallel composition of the two processes \( P_1 \) and \( P_2 \) with synchronisation alphabet \( A \). The alphabet \( A \) is the set of events that \( P_1 \) and \( P_2 \) have to take synchronously. Only if both processes agree on those events, they can take a simultaneous transition. Both processes can communicate events that are not in the alphabet \( A \) without having the other process cooperating.

2.1.2. Operational Semantics

The semantics is given as structured operational semantics (SOS) in the style of Plotkin [Plo81]. It is represented as a labelled transition system \( L = (Q, \Sigma, q_0, \longrightarrow) \). The sets of states \( Q \) are CSP processes, \( q_0 \) is an initial CSP process. The set \( \Sigma \) is the set of all events occurring in the alphabet of \( q_0 \) including the reserved events \( \checkmark \) and \( \tau \). The transition relation \( \longrightarrow \subseteq (Q \times \Sigma \times Q) \) is inductively defined by rules. We write \( P \xrightarrow{a} P' \) for \( (P, a, P') \in \longrightarrow \). Examples of rules for \( \rightarrow \) are
2.2. Z

\[
\begin{align*}
(a \rightarrow P) & \xrightarrow{a} P \\
\begin{array}{c}
P \xrightarrow{a} P' \\
Q \xrightarrow{a} Q'
\end{array}
\end{align*}
\] where \( a \in A \).

The first rule allows the prefixing process \( a \rightarrow P \) to communicate the event \( a \). It then continues executing process \( P \). The second rule describes synchronised parallel communication: If process \( P \) and process \( Q \) can both evolve with an \( a \)-transition and \( a \) is in the synchronisation alphabet \( A \) then \( P \parallel_A Q \) can evolve with an \( a \)-transition.

2.2. Z

The language \( Z \) is a mathematical notation developed by Abrial and others at the Programming Research Group of the Oxford University Computing Laboratory (OUCL) since the late 1970s. It defines rigid notations for logical operations, quantifiers, sets, and functions. Furthermore, a schema calculus is defined, which is useful to encapsulate related variables into a schema, and to define operations over schemas that change the variables inside. In [Spi88], a first step towards standardisation of \( Z \) was done in form of a reference manual. In 2002 the \( Z \) language has become an ISO/IEC standard [ISO02].

The mathematical toolkit provides a standard notation for the usual set operators, e.g., \( \cup, \cap, \subseteq, \in, \emptyset \). The power set of a set \( X \) is denoted by \( \mathbb{P} X \), the Cartesian product of \( X \) and \( Y \) as \( X \times Y \). Furthermore different symbols for total function \( X \rightarrow Y \), injective functions \( X \hookrightarrow Y \), partial functions \( X \rightharpoonup Y \), relations \( X \leftrightarrow Y \) are provided. All functions in \( Z \) are represented as sets of tuples, thus their type is \( \mathbb{P}(X \times Y) \).

For relations \( F : X \leftrightarrow Y \) (note that a function is also a relation) and \( A \subseteq X, B \subseteq Y \), the \( Z \) language uses the notation \( A \triangleleft F \) to denote the restriction of \( F \) on the domain \( A \). The restriction of \( F \) on the complement of \( A \) is denoted by \( A \trianglelefteq F \). Similar notations, \( F \triangleright B \) and \( F \trianglerighteq B \), are used for restrictions on the range \( B \) and its complement. These operators are defined as follows.

\[
\begin{align*}
A \triangleleft F &= F \cap (A \times Y) \\
A \trianglelefteq F &= (X \setminus A) \triangleleft F \\
F \triangleright B &= F \cap (X \times B) \\
F \trianglerighteq B &= F \triangleright (Y \setminus B)
\end{align*}
\]
The schema calculus is used to group related variables together, just as the record construct does in many programming languages. A schema is written as $[\text{SchemaText}]$ where $\text{SchemaText}$ consists of a $\text{DeclPart}$ and an optional $\text{Predicate}$ followed by a vertical bar. The $\text{DeclPart}$ is used to declare new variables. The $\text{Predicate}$ acts as a global invariant restricting the allowed values of the variables. An example of a schema is:

<table>
<thead>
<tr>
<th>PolarCoord</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi, r : \mathbb{R}$</td>
</tr>
<tr>
<td>$r \geq 0$</td>
</tr>
<tr>
<td>$0 \leq \phi &lt; 2\pi$</td>
</tr>
<tr>
<td>$r = 0 \Rightarrow \phi = 0$</td>
</tr>
</tbody>
</table>

This schema is equivalent to

$$\text{PolarCoord} == [\phi, r : \mathbb{R} | r \geq 0 \land 0 \leq \phi < 2\pi \land (r = 0 \Rightarrow \phi = 0)]$$

which defines PolarCoord as the set of all bindings (mappings from the names $\phi$ and $r$ to their respective types) that satisfy the condition given after the $|$ symbol. For example, one element of PolarCoord is the binding $\langle \phi == 0, r == 0 \rangle$. The variables of the schema can be accessed by their names. For a binding $p : \text{PolarCoord}$, the variables are accessed by the notation $p.r$ and $p.\phi$.

The syntax of the schema calculus is integrated into the mathematical notation. For example, universal quantification in Z has the following syntax:

$$\forall \text{SchemaText} \bullet \text{Predicate} \quad \text{[universal quantification]}$$

Its semantics is true if and only if the $\text{Predicate}$ is true for all variable bindings defined by $\text{SchemaText}$. Wherever a $\text{DeclPart}$ is expected, one can also include a previously defined schemas, e.g., $\forall \text{PolarCoord} | r = 0 \bullet \phi = 0$.

An operation on a schema type $S$ is a schema that relates the pre and post states of $S$. Conventionally, the post state of $S$ is denoted $S'$, which is the schema $S$ with all variables primed, e.g.,

$$\text{PolarCoord}' == [\phi', r' : \mathbb{R} | \begin{align*}
\text{r'} & \geq 0 \land 0 \leq \phi' < 2\pi \land (r' = 0 \Rightarrow \phi' = 0) \end{align*}] \, .$$
An operation can be written as a schema that includes the pre and post states. An operation schema can have further input and output values that are conventionally decorated by ? and ! respectively. The inclusion of pre and post states can be abbreviated by $\Delta S$, which is defined as $\Delta S = [S; S']$. The following paragraph defines the operation Scale on PolarCoord. It takes an input parameter $factor?$ and scales the coordinate by multiplying the $r$ parameter.

\[
\begin{align*}
&\text{Scale} \\
&\Delta\text{PolarCoord} \\
&factor?: \mathbb{R} \\
&r' = r \times factor? \\
&\phi' = \begin{cases} 
0 & \text{if } factor？ = 0 \\
\phi & \text{otherwise}
\end{cases}
\end{align*}
\]

There is a large tool support base for Z, ranging from typesetting Z specifications over type-checkers [Joh96] up to theorem provers, e.g., HOL-Z [Kol97] and Z/EVES [Saa97].

### 2.2.1. Syntax

The basic entities in a Z specification are paragraphs. A paragraph in Z declares new symbols and fixes their meaning. In [ISO02] the following paragraphs among others are defined:

\[
\text{Paragraph ::= } [\text{NAME}] \\
\text{| DeclPart} \\
\text{| Predicate } \\
\text{| NAME = Expression} \\
\text{| FreeType & . . . & FreeType}
\]

A given type $[\text{NAME}]$ paragraph declares a type $\text{NAME}$. Semantically, a type is a non-empty set of objects. There is no restriction on the number of objects in the set (can be finite or infinite), nor the representation of the
objects. An axiomatic description can be used to introduce new variables, namely those declared by \textit{DeclPart}. The variables are assigned a value such that \textit{Predicate} holds. This value is fixed through the remainder of the specification.

As explained earlier the schema

\begin{center}
\begin{tabular}{|c|}
\hline
\textit{Name} \\
\textit{DeclPart} \\
\textit{Predicate} \\
\hline
\end{tabular}
\end{center}

is just another syntax for \textit{Name} == \([\textit{DeclPart} \mid \textit{Predicate}]\), which is a horizontal definition. Furthermore, a horizontal definition \textit{Name} == \textit{Expression} is equivalent to the axiomatic description

\begin{center}
\begin{tabular}{|c|}
\hline
| \textit{Name} : \{\textit{Expression}\} \\
\hline
\end{tabular}
\end{center}

which introduces the new variable \textit{Name}. Its value must be the only value in the singleton set, thus the value of \textit{Expression}.

A \textit{FreeType} paragraph declares one or more types in a BNF like syntax:

\begin{align*}
\textit{FreeType} &::= \textit{Name} \cdot\cdot\cdot \textit{Branch} \cdot\cdot\cdot \textit{Branch} \\
\textit{Branch} &::= \textit{Name} [\langle \langle \textit{Expression} \rangle \rangle]
\end{align*}

For example, a binary tree with numbers stored in its leaves can be expressed as a free type as follows:

\begin{align*}
\textit{Tree} &::= \textit{branch} \langle \langle \textit{Tree} \times \textit{Tree} \rangle \rangle \mid \textit{leaf} \langle \langle \textit{Z} \rangle \rangle
\end{align*}

A free type declaration is equivalent to a given type paragraph, followed by an axiomatic description that restricts the structure of the type. For example, the free type \textit{Tree} is equivalent to

\begin{align*}
[\textit{Tree}]
\end{align*}

\begin{align*}
\textit{branch} : \textit{Tree} \times \textit{Tree} &\rightarrow \textit{Tree} \\
\textit{leaf} : \textit{Z} &\rightarrow \textit{Tree} \\
\text{ran} \textit{branch} \cap \text{ran} \textit{leaf} &\equiv \varnothing \\
\forall \textit{T} : \mathbb{P} \textit{Tree} \mid \textit{branch}(\langle \langle \textit{T} \times \textit{T} \rangle \rangle \cup \textit{leaf}(\langle \langle \textit{Z} \rangle \rangle) \subseteq \textit{T} \bullet \textit{T} = \textit{Tree}
\end{align*}
The first paragraph declares \( Tree \) as given type, the axiomatic description declares the constructors of the free type: the functions \( \text{branch} \) and \( \text{leaf} \). These functions must be injective (denoted by \( \hookrightarrow \)) and the range of these functions must be disjoint. Furthermore \( Tree \) is the smallest set which is closed under the application of \( \text{branch} \) and \( \text{leaf} \).

### 2.2.2. Type Checking

In Z each variable and expression has a type that can be determined statically. In [ISO02] types are constructed by the following grammar:

\[
\begin{align*}
\text{Type} & ::= [NAME, \ldots, NAME]\text{Type}_2 \quad \text{– generic type} \\
& | \text{Type}_2 \\
\text{Type}_2 & ::= \text{GIVEN NAME} \quad \text{– given type} \\
& | \text{GENTYPE NAME} \quad \text{– generic parameter type} \\
& | \mathbb{P}\text{Type}_2 \quad \text{– power set type} \\
& | \text{Type}_2 \times \cdots \times \text{Type}_2 \quad \text{– Cartesian product type} \\
& | [\text{Signature}] \quad \text{– schema type}
\end{align*}
\]

\[
\begin{align*}
\text{Signature} & ::= [ NAME : \text{Type}; \\
& \ldots; NAME : \text{Type} ] \quad \text{– type signature}
\end{align*}
\]

The basic operations on types are as follows: \( \mathbb{P} \) creates the power set type, whose objects are all sets of elements with the basic type. The operator \( \times \) creates the Cartesian product type. The type \( \text{GIVEN NAME} \) is the type of the elements in the set declared by the given type paragraph \([NAME]\). Besides declaring a new type the paragraph also creates a new constant \( NAME \) that is the set of all objects of type \( \text{GIVEN NAME} \). Hence the type of \( NAME \) is \( \mathbb{P}\text{GIVEN NAME} \). In [ISO02] the set of all numbers is declared as a given type \([A]\), where \( A \) stands for “arithmos”. Hence, the type of \( \mathbb{R} \) is \( \mathbb{P}\text{GIVEN A} \).

Schema types are used for bindings of a Z schema. For example the elements of \( \text{PolarCoord} \) are bindings with the type \([\phi : \text{GIVEN A}; r : \text{GIVEN A}]\). The schema \( \text{PolarCoord} \) is a set of bindings therefore its type is \( \mathbb{P}[\phi : \text{GIVEN A}; r : \text{GIVEN A}] \).

Generic types are used for generic set operators like \( \subseteq, \cup, \cap, \in \), etc. For example, the operator \( \in \) is a relation between objects and the corresponding
sets, which can be expressed as $[X] \mathbb{P}(\text{GENTYPE } X \times \mathbb{P} \text{GENTYPE } X)$. Here the first part $[X]$ denotes that $\in$ has a generic type parameter $X$ that need to be instantiated by a concrete type when $\in$ is used in another expression. The types GENTYPE $X$ are placeholders and replaced by the concrete type when the type is instantiated. A relation such as $\in$ is represented as set of tuples. In this case $\in$ is defined as relation between $X$ and $\mathbb{P} X$, the power set of $X$.

The symbols $\vdash E$, $\vdash P$ and $\vdash D$ are used to denote that an expression, a predicate, or a paragraph is well-typed. For an expression $\Sigma \vdash E e \in \tau$ denotes that $e$ is well-typed and has type $\tau$ in the type environment $\Sigma$. The type environment is a mapping from NAME to Type and assigns a type to the variables that are declared outside the expression. The Z standard uses rules as the following one to define the process of type checking:

$$\frac{\Sigma \vdash E e \in \tau_1}{\Sigma \vdash E \mathbb{P} e \in \tau_2} \quad \left( \begin{array}{c} \tau_1 = \mathbb{P} \alpha \\ \tau_2 = \mathbb{P} \mathbb{P} \alpha \end{array} \right)$$

This rule states that $\mathbb{P} e$ is well typed and its type is $\tau_2 = \mathbb{P} \mathbb{P} \alpha$ if $e$ is well typed and its type is $\tau_1 = \mathbb{P} \alpha$. The type variable $\alpha$ can be instantiated with any type.

### 2.2.3. Semantics

The ISO/IEC standard for Z [ISO02] defines the semantics for Z in a meta language based on Zermelo-Fraenkel set theory. The underlying set theory is not typed. It uses the following sets to give semantics for Z:

- **NAME** denotes the set of all valid Z identifiers. Names can be strings of letters, optionally decorated with subscripts, ?, ! or ′, or mathematical symbols. For example, PolarCoord, factor?, and $\subseteq$ are valid names.

- **U** denotes the universe, a set of all possible semantic values. It is closed under construction of power set and Cartesian product. This set also provides semantic values for generic symbols that can be applied on arbitrary types, e.g., $\subseteq$.

- **W** denotes the world, the set of all values from universe that are not values of generic symbols.
Model denotes the set of models, $\text{Model} \equiv \text{NAME} \mapsto U$. A model is thus a finite function, that assigns to variables values from the universe.

The Z standard uses the symbols $[\,]\mathcal{E}, [\,]\mathcal{T}, [\,]\mathcal{P}, [\,]\mathcal{D}$, to denote the semantics of expressions, types, predicates, and paragraphs. The semantics of an expression $[\,]_M\mathcal{E}$ denotes the semantic value of $e$ in the model $M$. This is a value from the set $W$. The semantics of the type $\tau$ in the model $M$ is denoted by $[\,]\mathcal{T}_M$. This is the carrier set, i.e., the set of all elements from $W$ that have type $\tau$. The semantics of a predicate $[\,]\mathcal{P}$ is the set of all models in which the predicate is true. The semantics of a paragraph $[\,]\mathcal{D}$ is a relation from models to models. A tuple $(M, M')$ is in the relation if $M'$ is an extension of the model $M$ defining values for the variables declared in $D$. There may be multiple consistent extensions of $M$ or none. Therefore $[\,]\mathcal{D}$ is a relation, not a function.

### 2.2.4. Boolean Type

The Z standard [ISO02] has no notion of Boolean variables. However, it is often useful to have a Boolean type in the specification. A declaration $\mathbb{B} \equiv \{true, false\}$ is not syntactically correct in Z because the elements of a set must be expressions but true and false are predicates. Although an expression cannot be a predicate, the Z standard explicitly allows the reverse. A predicate can be a schema expression $e$. The truth value of this expression is $\theta e \in e$. The operator $\theta$ creates a binding for the schema denoted by $e$. The values for the variables declared in the schema $e$ are taken from the current context. Therefore, the expression $\theta e \in e$ means that the current values of the variables occurring in the schema $e$ satisfies the predicate part of this schema.

If we use the simplest schema, i.e., the empty schema $e \equiv \emptyset$, then the semantic value for the expression $e$ is the set $\{\emptyset\}$ containing the empty binding. The predicate $\theta e \in e$ is true because $\theta e$ is the empty binding $\emptyset$. Falsehood can be expressed by the schema $\emptyset false$, which denotes the empty set (with the same type as $\emptyset$). The Boolean type can be defined as the set of all subsets of the empty schema $[]$:

$$\mathbb{B} \equiv \mathcal{P}[]$$

Note that $\mathbb{B}$ has only two elements namely $[]$ and $[]false$. The Boolean type can be mostly used as expected, e.g.
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\[
\begin{align*}
odd : & \mathbb{Z} \rightarrow \mathbb{B} \\
b_1, b_2, b_3 : & \mathbb{B} \\
\forall z : & \mathbb{Z} \bullet odd(z) \iff z \mod 2 \neq 0 \\
b_2 & \iff true \\
b_1 & \iff (b_2 \lor b_3) \land \neg (b_2 \land b_3)
\end{align*}
\]

Care has to be taken because an expression cannot be a predicate. The equations \( x = (n > 3) \) and \( odd = \lambda z : \mathbb{Z} \bullet (z \mod 2 \neq 0) \) are not syntactically correct. However, they can be written as \( x = [\mid n > 3] \) and \( odd = \lambda z : \mathbb{Z} \bullet [\mid z \mod 2 \neq 0] \).

2.2.5. Object-Z

A Z specification can define several operations for a schema type. In the plain Z syntax these operations are scattered all over the specification. Modern programming languages often use the object-oriented paradigm where operations are directly declared along with the data-type. For Z an object-oriented extension is Object-Z [Smi00]. It was developed at the Software Verification Research Center in the University of Queensland.

The following example shows the definition of \( \text{PolarCoord} \) as Object-Z class.

\[
\begin{align*}
PolarCoord & \\
\phi, r : & \mathbb{R} \\
r & \geq 0 \\
0 & \leq \phi < 2\pi \\
r = 0 & \Rightarrow \phi = 0
\end{align*}
\]

\[
\begin{align*}
Scale & \\
\Delta(r, \phi) & \\
factor? : & \mathbb{R} \\
r' & = r \times factor? \\
\phi' & = \text{if } factor? = 0 \text{ then } 0 \text{ else } \phi
\end{align*}
\]

The state schema declaring the variables \( \phi \) and \( r \) and the operation \( Scale \) are combined in a larger class declaration. The class declaration gives the
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name of the class, here \textit{PolarCoord}. The state schema does not have a name in Object-Z. All named schemas in a class are operations, e.g., \textit{Scale} in the example above. Every operation schema implicitly includes the pre and post states of state schema. The $\Delta$ list is used to list all variables that are changed by the operations; variables that are not listed are not changed.

2.2.6. Reference and Value Semantics

In [DKRS91] and [Smi92] Object-Z classes are given value semantics. A class was identified by its state schema. For example, the semantic value of \textit{PolarCoord} as defined above is the same as if it had been defined as a schema \textit{PolarCoord} $== [\phi, r : \mathbb{R} | \ldots ]$. Two classes $a, b : \textit{PolarCoord}$ are equal if $a.r = b.r$ and $a.\phi = b.\phi$. The expression $a.r'$ is the same as $a'.r$; the schema $a.\textit{Scale}$ is an abbreviation for the following schema:

\begin{verbatim}
    a.Scale
    a, a' : PolarCoord
    factor? : R

    a'.r = a.r * factor?
    a'.\phi = if factor? = 0 then 0 else a.\phi
\end{verbatim}

Later, a reference semantics for Object-Z was proposed [Gri98, Smi00] where an object is identified by its reference. Two objects with equal contents are no longer equal. On the other hand, even if the contents of an object changes due to an operation, the object reference does not change. With the reference semantics, the expressions $a.r'$ and $a'.r$ represent different values: $a.r'$ denotes the post state of $r$ in the object that is referenced by $a$ in the pre state, while $a'.r$ denotes the pre state of $r$ in the object that is referenced by $a'$, the post state value of $a$.

For example, consider a polygon class that stores its vertices as a sequence of polar coordinates.

\begin{verbatim}
    Polygon

    vertices : seq PolarCoord

    ...
\end{verbatim}
Using the value semantics, an operation that scales the polygon can be specified as follows:

$$\text{Scale}$$

$$\Delta(\text{vertices})$$

$$\text{factor}?: \mathbb{R}$$

$$\forall i: \text{dom vertices} \bullet \text{vertices}(i).\text{Scale}$$

With the reference semantics there is an important difference. The sequence \text{vertices} does not change anymore, as its contents, the object references, are still the same. Only their contents change.

$$\text{Scale}$$

$$\Delta()$$

$$\text{factor}?: \mathbb{R}$$

$$\forall i: \text{dom vertices} \bullet \text{vertices}(i).\text{Scale}$$

With the reference semantics it is possible that two different objects \(A\) and \(B\) share a reference to the same object \(C\). If \(B\) changes object \(C\), this change also has effects on object \(A\). This makes modular reasoning much more difficult. A prerequisite for modular reasoning is that the operation on object \(C\) by object \(B\) is globally visible.

We follow the approach of Fischer [Fis00] and use the reference semantics only for CSP-OZ-DC classes. In these classes the operations are visible by means of CSP events. Thus synchronisation issues caused by shared parallel access to the same class can be resolved with CSP methods. If Object-Z classes are used, the underlying semantics is the simple value semantics. Thus Object-Z classes can be used to implement structured data types, e.g., stacks, lists, records, etc.

### 2.3. Duration Calculus

Duration Calculus [ZH04] (abbreviated to DC) is a real-time interval logic accompanied with a calculus. It was initially developed in the context of the ProCoS project (ESPRIT BRA 3104 and 7071) to describe the behaviour of real-time systems.
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2.3.1. Syntax of Duration Calculus

We define the basic syntax and semantics in accordance to [HZ97, ZH04]. The syntax of Duration Calculus is constructed from the following set of symbols:

\( SVar \) The set of Boolean-valued state variables \( P, Q, R, \ldots \), also called observables. The values of these variables depend on the point in time.

\( GVar \) The set of real-valued \( x, y, z, \ldots \). The meaning of these variables is time-independent.

\( FSymb \) The set of global \( f^n, g^m, \ldots \) with arities \( n, m \geq 0 \). The function \( f^n \) takes \( n \) real values as arguments and returns a real value.

\( RSymb \) The set of global \( p^n, q^m, \ldots \) with arities \( n, m \geq 0 \). The relation \( q^n \) takes \( n \) real values as arguments and returns a boolean value.

The set of state expressions is defined by the following syntax

\[
\text{StateExpr} ::= 0 | 1 | SVar | \neg \text{StateExpr} | \text{StateExpr} \lor \text{StateExpr}
\]

The symbols 0 and 1 stand for false and true respectively. A state expression is a boolean connection of state variables and thus is time-dependent.

The set of Duration Calculus terms is defined by the following syntax:

\[
\text{Term}_{\text{DC}} ::= \int \text{StateExpr} | GVar | f(\text{Term}_{\text{DC}}, \ldots, \text{Term}_{\text{DC}})
\]

Here \( f \) is the integration operator of Duration Calculus, which measures the duration the state expression evaluates to true. The meaning of a term is a real value computed using a given time interval. The set of Duration Calculus formulae is defined by the following syntax:

\[
\text{Formula}_{\text{DC}} ::= p(\text{Term}_{\text{DC}} \times \cdots \times \text{Term}_{\text{DC}})
| \neg \text{Formula}_{\text{DC}} | \text{Formula}_{\text{DC}} \lor \text{Formula}_{\text{DC}}
| \text{Formula}_{\text{DC}} \land \text{Formula}_{\text{DC}}
| \exists GVar \bullet \text{Formula}_{\text{DC}} | \exists SVar \bullet \text{Formula}_{\text{DC}}
\]

We allow relations over terms, Boolean connectives (the operators &, ⇒, and ⇔ are defined as abbreviations as usual), and quantification over global
and state variables. Furthermore, formulae may be connected by the chop operator, denoted by $\triangledown$. Like for terms, the meaning of a formula also depends on a time interval. The chop operator is used to chop time intervals into two parts where each part needs to fulfil a different formula. In [HZ97] quantification over state variables is not allowed, however, it can be easily added to the language.

### 2.3.2. Semantics of Duration Calculus

The semantics of a Duration Calculus formula depends on the meaning of state variables, global variables, function symbols and relation symbols. The meaning of function and relation symbols is fixed and defined by total functions $\tilde{f}^n : \mathbb{R}^n \rightarrow \mathbb{R}$ and $\tilde{p}^n : \mathbb{R}^n \rightarrow \mathbb{B}$. For our purpose, it suffices to use constants (functions with arity zero) $k : \mathbb{R}$, the functions $+, -, \leq, \geq, >$ with their standard meaning.

The values for the state variables $P \in SVar$ is given by an interpretation $I[\cdot] : Time \rightarrow \{0, 1\}$, that assigns to each point in time a value 0 or 1 denoting whether $P$ holds at that time. We use dense time: $Time = \mathbb{R}^+$. For $I[P]$, finite variability is required, i.e., on every finite interval $[0, t]$ the value of $I[P]$ may change only a finite number of times. The values for the global variables $X \in GVar$ is given by a valuation $V : GVar \rightarrow \mathbb{R}$.

The interpretation $I$ is canonically extended to state expressions. The extension is defined inductively:

- $I[0](t) = 0$ for all $t \in Time$,
- $I[1](t) = 1$ for all $t \in Time$,
- $I[\neg S](t) = 1 - I[S](t)$ for all $t \in Time$,
- $I[S_1 \lor S_2](t) = \max(I[S_1](t), I[S_2](t))$ for all $t \in Time$.

Let $Val$ denote the set of all valuations $GVar \rightarrow \mathbb{R}$ and $Intv$ denote the set of all intervals $[b, e]$ with $b, e \in Time$, $b \leq e$. The meaning of a term depends on the interpretation $I$, the valuation of global variables $V \in Val$, and a time interval $[b, e] \in Intv$. The semantics of a term is expressed by $I[\cdot] : Term_{DC} \rightarrow (Val \times Intv) \rightarrow \mathbb{R}$ and is defined inductively by:

- $I[f S](V, [b, e]) = \int_b^e I[S](t) dt$
- $I[x](V, [b, e]) = V(x)$
- $I[f^n(t_1, \ldots, t_n)](V, [b, e]) = \tilde{f}^n(I[t_1](V, [b, e]), \ldots, I[t_n](V, [b, e]))$
The $\int$ operator is defined by the Riemann integral of the interpretation for the state expression over the given interval. The Riemann integral is well-defined, because the finite variability of the state variables propagates to state expressions. The remaining definition is straightforward.

The semantics of a formula also depends on the interpretation, the valuation, and the interval. We write $\mathcal{I}, \mathcal{V}, [b, e] \models F$ iff the formula $F$ holds for interpretation $\mathcal{I}$, valuation $\mathcal{V}$, and interval $[b, e]$. The inductive definition is as follows.

\[\begin{align*}
\mathcal{I}, \mathcal{V}, [b, e] &\models p^n(t_1, \ldots, t_n) \quad \text{iff } \tilde{p}^n(\mathcal{I}[t_1](\mathcal{V}, [b, e]), \ldots, \mathcal{I}[t_n](\mathcal{V}, [b, e])) \\
\mathcal{I}, \mathcal{V}, [b, e] &\models \neg F \quad \text{iff } \text{not } \mathcal{I}, \mathcal{V}, [b, e] \models F \\
\mathcal{I}, \mathcal{V}, [b, e] &\models F_1 \lor F_2 \quad \text{iff } \mathcal{I}, \mathcal{V}, [b, e] \models F_1 \text{ or } \mathcal{I}, \mathcal{V}, [b, e] \models F_2 \\
\mathcal{I}, \mathcal{V}, [b, e] &\models F_1 \cap F_2 \quad \text{iff there is } m \in \mathbb{R} \text{ with } b \leq m \leq e \text{ satisfying } \\
&\quad \quad \quad \quad \quad \quad \quad \mathcal{I}, \mathcal{V}, [b, m] \models F_1 \text{ and } \mathcal{I}, \mathcal{V}, [m, e] \models F_2 \\
\mathcal{I}, \mathcal{V}, [b, e] &\models \exists x \cdot F \quad \text{iff there is } v_x \in \mathbb{R} \text{ with } \\
&\quad \quad \quad \quad \quad \quad \quad \mathcal{I}, \mathcal{V} \oplus \{x \mapsto v_x\}, [b, e] \models F \\
\mathcal{I}, \mathcal{V}, [b, e] &\models \exists P \cdot F \quad \text{iff there is } I_P : \text{Time} \to \{0, 1\} \text{ with } \\
&\quad \quad \quad \quad \quad \quad \quad \mathcal{I} \oplus \{P \mapsto I_P\}, \mathcal{V}, [b, e] \models F
\end{align*}\]

The formula $F$ holds on an interval $[b, e]$ for $\mathcal{I}$ (denoted by $\mathcal{I}, [b, e] \models F$) iff $\mathcal{I}, \mathcal{V}, [b, e] \models F$ holds for all valuations $\mathcal{V}$. An interpretation $\mathcal{I}$ satisfies $F$ (denoted by $\mathcal{I} \models F$) iff for all intervals $[0, t]$ starting at time zero $\mathcal{I}, \mathcal{V}, [0, t] \models F$ holds.

### 2.3.3. Abbreviations

The special symbol $\ell$ refers to the length of an interval and is defined by $\ell := \int 1$. The formula $\lceil S \rceil := (\int S = \ell \land \ell > 0)$ abbreviates that state expression $S$ holds almost everywhere in an interval. Here “almost everywhere” means “for all but finitely points”. Furthermore, the length of such an interval can be restricted, e.g., $\lceil S \rceil \leq r := \lceil S \rceil \land \ell \leq r$ and $\lceil S \rceil = r := \lceil S \rceil \land \ell = r$.

The abbreviation $\Diamond F := \text{true} \cap F \cap \text{true}$ states that there is a subinterval satisfying $F$. The dual operator $\Box F := \neg \Diamond \neg F$ states that all subintervals satisfy $F$. 
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As seen in the previous section, one of the basic entities in plain Duration Calculus are state variables, which are mappings from time to the values \{0, 1\}. But in our combined specification we want to refer to the entities of the Object-Z class in the Duration Calculus part. To achieve this we will embed Z expressions and predicates into the Duration Calculus.

In an Object-Z class we have the state space, which consists of several variables. As the values of these variables changes over time, we can regard them as functions from time to their domain. Likewise we can regard predicates over Object-Z as functions from time to the boolean values, which matches the interpretation of state expressions in the plain Duration Calculus. As predicates are already closed against logical operators we can use this syntax:

\[
\text{StateExpr ::= Predicate}_Z
\]

To give meaning to such state expressions an interpretation \(\mathcal{I}_Z : \text{Time} \rightarrow \text{Model}\) is needed, which assigns a complete Z-model to every single point in time. We require finite variability, i.e., for every interpretation and every finite interval \([0, t]\) there is a partition \(0 < t_1 < \cdots < t_n = t\), such that \(\mathcal{I}\) is constant on each subinterval \(]t_i, t_{i+1}[_\). We can define the semantics of a state expression \(S\) for some point in time \(t\) by evaluating the Z predicate \(S\) under the model \(\mathcal{I}_Z(t)\):

\[
\mathcal{I}[S](t) = \begin{cases} 
1 & \mathcal{I}_Z(t) \models S \\
0 & \text{otherwise}
\end{cases}
\]

2.3.5. Embedding Events Into State Variables

State variables in Duration Calculus can only be used for stable variables, that keep their value for a nonempty interval. By contrast, an instant event that we need for CSP only occurs at a single point in time. Although it is impossible to observe variables at a single point it is possible to observe the exact time a variable changes. For example, in the formula \((\lceil S \rceil \land \ell = x) \sqland \lceil \neg S \rceil\) the state variable \(S\) changes \(x\) time units after the beginning of the interval. If an event is identified with the change of a state variable it is possible to express the occurrence of this event.
The above formula involving two non-zero length intervals and a duration $x$ is not convenient. Therefore, we follow the approach suggested in [ZH04] and introduce new formulae that hold for the point intervals where the state variable changes. To simplify the definition we introduce a notation from [ZH96]. The formulae \( \neg S \) and \( \not\neg S \) describe that a state expression is satisfied before resp. after a given point in time:

\[
I, V, [b, e] \models \neg S \iff b = e \land \exists m : \mathbb{R} \mid m < b \cdot I, V, [m, b] \models [S] \\
I, V, [b, e] \models \not\neg S \iff b = e \land \exists m : \mathbb{R} \mid m > e \cdot I, V, [e, m] \models [S]
\]

So \( \neg S \) holds on a point interval iff that interval can be extended to the left such that \( S \) holds on this extension. Likewise \( \not\neg S \) holds on point intervals that can be extended to the right such that \( S \) holds on the extension. With this notation one can specify that the variable \( S \) changes as follows:

\[
\downarrow S \quad == \quad (\neg \neg S \land \not\neg S) \lor (\neg S \land \neg \neg \neg S)
\]

To express that \( S \) does not change at some point we can use the negated formula and require that the interval has zero duration.

\[
\not\not S \quad == \quad \neg (\downarrow S \land \not\not S)
\]

Now we can identify CSP events with a Boolean variables that changes every time the event occurs. We introduce a state variable \( e \) for every CSP event. The formulae \( \downarrow e \) denotes that an event occurs at a certain point in time. To express that an event does not occur during an interval we can use the formula

\[
\Box e == \neg (\ell > 0 \land \downarrow e \land \ell > 0)
\]

This formula states that there is no change of \( e \) inside the interval. It allows a change of \( e \) at the end points of the interval, though. It also holds for all point intervals.

### 2.3.6. Counterexample Traces

The full language of Duration Calculus is too expressive to be implemented. As an example consider the formula

\[
\Box((\downarrow ev \land \ell = 1) \Rightarrow (\text{true} \land \not\not ev))
\]  

(2.1)
This formula states that if an event $ev$ occurs it does not occur again exactly one second later. It may occur earlier or later though. Unfortunately, there is no way to implement this behaviour. The reason is that there is no restriction how often the event $ev$ can occur within one second. One has to set a new timer whenever this event occurs which requires an unbounded number of timers. It also requires exact measurement of the duration as it is allowed to occur after 0.9999 and after 1.0001 seconds. Therefore this formula is not useful in practise.

As we cannot handle a formula like this we allow only formulae that are of a certain shape that makes it possible to implement them. One class of formulae that was designed to meet this requirement is the class of implementables [Rav94, SO99]. Ravn introduces the followed-by operator $F \rightarrow P$, which states that every interval satisfying $F$ is always followed by an interval where $P$ holds. It is defined as follows\footnote{In [Rav94] it is defined as $\Diamond(F \land \ell = r \land \ell > 0 \Rightarrow \ell = r \land P \land \text{true})$. The definitions are logically equivalent.}:

$$F \rightarrow P \equiv \neg \Diamond(F \land \ell \leq t \land \neg P).$$

The operator can be further modified by time constraints to restrict the length of the interval where $F$ holds:

$$F \xrightarrow{t} P \equiv \neg \Diamond(F \land \ell = t \land \neg P) \quad \text{(leads-to)}$$

$$F \xleftarrow{t} P \equiv \neg \Diamond(F \land \ell \leq t \land \neg P) \quad \text{(bounded followed-by)}$$

This operator is useful to define patterns for progress, stability and synchronisation. For example, the progress pattern, $[P \land Q] \xrightarrow{t} \neg P$, states that if $P \land Q$ holds for $t$ seconds, it must be followed by an interval where $\neg P$ holds. Thus $P \land Q$ cannot hold longer than $t$ seconds. The following class of DC implementables are taken from [SO99].

**Definition 2.1.** Let $P$, $P_1$, and $Q$ be state expressions. The following formulae are implementables.

1. **Initialisation:** $\mathcal{E} \lor ([P] \land \text{true})$ demands that the system starts in a state satisfying $P$.

2. **Sequencing:** $[P] \rightarrow [P \lor P_1]$ demands that the system can evolve from state $P$ only to a state satisfying $P_1$. 
3. **Progress**: $[P] \xrightarrow{t} [\neg P]$ demands that state $P$ must be left after at most $t$ seconds.

4. **Stability**: $[\neg P] \cap [P \land Q] \xrightarrow{\leq t} [P \lor P_1]$ demands that if state $P$ is entered while $Q$ holds it is stable or only evolves to a state satisfying $P_1$ during the next $t$ seconds. The annotation $\leq t$ can be dropped to allow unbounded stability. If $P_1$ is false state $P$ is stable.

5. **Synchronisation**: $[P \land Q] \xrightarrow{t} [\neg P]$ demands that state $P$ must be left within $t$ seconds if $Q$ holds. Note that the progress pattern is a special case of this pattern.

Except for the initialisation pattern, the implementables are built from the followed-by and leads-to operators. Most implementables are therefore abbreviations for formulae of the shape

$$\neg (phase_1 \land \cdots \land phase_n),$$

where $phase_i$ is either $true$ or $[P]$ for some state expression $P$. Additionally, the duration of $phase_i$ may be restricted by $\ell \sim t$. We call a formula of the above shape a *counterexample formula* as it forbids bad behaviour by giving a counterexample. A counterexample describes a single behaviour that must not occur. Using this pattern limits the danger of over-specification, because it forbids only a single undesired behaviour.

However, not all formulae of this shape are implementable. For example formula (2.1) can be reformulated as

$$\neg (true \land \leftarrow ev \land \ell = 1 \land \leftarrow ev \land true). \quad (2.2)$$

It turns out that the problem is the exact length $\ell = 1$. If the length restriction was $\ell < t$ or $\ell \leq t$ the formula would only demand a stable behaviour (event $ev$ should not occur too often). If the restriction was $\ell \geq t$ or $\ell > t$ it would demand that event $ev$ has to occur often enough. These two cases correspond to the stability and progress implementable. Thus, we only allow length restriction $\ell \sim t$ with $\sim \in \{<, \leq, \geq, >\}$. The syntax of counterexample formulae is defined as follow.

\[
\begin{align*}
\text{ce_formula} & ::= \neg (\text{phase} \land (\text{phase} \lor \text{events}) \\
& \land \cdots \land (\text{phase} \lor \text{events}) \land \text{true}) \\
\text{phase} & ::= (\text{true} \mid [\text{Predicate}])[\land \ell \sim t]
\end{align*}
\]
Although the leads-to operator as defined above seems to require equality, it can be replaced by $\geq$ in most cases. It turns out that all implementables can be reformulated as counterexample traces:

**Lemma 2.2 (Implementables as Counterexample Traces).** The implementables can be reformulated as equivalent counterexample traces (c.f. [Tap01], lemma 4.2).

1. $\mathcal{P} \lor (\mathcal{P} \leadsto \mathcal{Q}) \equiv (\neg \mathcal{P} \leadsto \mathcal{Q})$
2. $\mathcal{P} \rightarrow \mathcal{P} \lor \mathcal{Q} \equiv (\true \land \mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q})$
3. $\mathcal{P} \rightarrow \mathcal{P} \lor \mathcal{Q} \equiv (\true \land (\mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q})$
4. $\mathcal{P} \rightarrow \mathcal{P} \lor \mathcal{Q} \equiv (\true \land (\mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q})$
5. $\mathcal{P} \land \mathcal{Q} \rightarrow \mathcal{P} \lor \mathcal{Q} \equiv (\true \land (\mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q})$

**Proof.** Most formulae are expansions of the abbreviations for the operators $\rightarrow$ and $\triangleright$. The formula for stability uses the equivalence

$$\true \land (\mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q},$$

the formula for synchronisation uses the equivalence

$$\true \land (\mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q},$$

the formula for stability uses the equivalence

$$\true \land (\mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q},$$

the formula for synchronisation uses the equivalence

$$\true \land (\mathcal{P} \land (\neg \mathcal{P} \land \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q}) \land \mathcal{P} \lor \mathcal{Q},$$

\[ \square \]
formula is satisfiable. Although the termination problem is semi-decidable, this reduction does not yield semi-decidability of the satisfiability problem. We will now show that under certain assumptions it is semi-decidable.

The first assumption is: It is semi-decidable, whether a conjunction $P_1 \land \ldots \land P_n$ of state expressions $P_i$ occurring in $F$ is satisfiable. This is a necessary assumption because otherwise satisfiability of the formula $\lceil P_1 \rceil \land \ldots \land \lceil P_n \rceil$ cannot be semi-decided. The second assumption is: The first order logic part, i.e., the logic over the reals with the function symbols and predicates that are used to build terms and formulae from smaller terms, is semi-decidable. With the method of quantifier elimination [Col75] the first order logic $(\mathbb{R},+,\cdot)$ is even decidable. This is the logic built from the function symbols $+,\cdot$ and the predicates $\geq,\leq,>,$ $<,$ $=.$

Let $\Sigma_F = \mathbb{P} \text{StateExpr}_F$ be the power set of state expressions occurring in a DC formula $F$. Since there are only finitely many state expressions occurring in $F$, $\Sigma_F$ is also finite. For every interpretation $\mathcal{I}$ on every finite interval $[b,e]$ there are only finitely many changes of $\mathcal{I}$. Let $b = t_0 < \ldots < t_n = e$ the points of time where the interpretation changes. Then $\mathcal{I}$ can be represented by the word $w = w_1 \cdots w_n \in \Sigma_F^*$ where $w_i = \{ P : \Sigma_F | \mathcal{I},[t_{i-1},t_i] \models \lceil P \rceil \}$.

We call $w$ the untimed part of $\mathcal{I}$, denoted by $\text{Untime}(\mathcal{I},[b,e])$. Furthermore, for a fixed word $w$ we can translate the question of satisfiability of a formula $F$ into a first-order formula over real numbers using the predicates $=,\leq,$ the function $+$, and other predicates and functions that directly occur in $F$. This observation can be used to semi-decide satisfiability of a DC formula $F$. A non-deterministic algorithm that accepts the satisfiable formulae works as follows.

1. Guess a word $w \in \Sigma_F^*$ which is the untimed part of some satisfying interpretation $\mathcal{I}$.

2. Check for each $w_i$ that $(\bigwedge P \in w_i \cdot P) \land (\bigwedge P \in \Sigma_F \setminus w_i \cdot \neg P)$ is satisfiable. Abort if it is unsatisfiable.

3. Translate the DC formula $F$ and the word $w = w_1 \ldots w_n$ to a first order formula $\text{xlat}(F,w,t_0,t_n)$ (defined below) over real numbers.

4. Check that $\text{xlat}(F,w,t_0,t_n)$ is satisfiable. Abort if it is unsatisfiable.

5. Accept $F$. 


By $xlat(F, w, t_0, t_n)$ we denote the translation of the DC formula $F$. The variables occurring free in $xlat(F, w, t_0, t_n)$ are $t_0, t_1, \ldots, t_n$ and the free variables of $F$. The formula $xlat(F, w, t_0, t_n)$ is satisfiable, if and only if there is an interpretation $I$ with $\text{Untime}(I, [t_0, t_n]) = w$ that satisfies $F$ on the interval $[t_0, t_n]$. The formula is translated into a formula over real numbers referencing the variables $t_0, \ldots, t_n$, the timed part of the interpretation. We define $xlat$ inductively over the syntax of formulae.

\[
\begin{align*}
xlat(F_1 \land F_2, w, b, e) &= xlat(F_1, w, b, e) \land xlat(F_2, w, b, e) \\
xlat(\neg F, w, b, e) &= \neg xlat(F, w, b, e) \\
xlat(F_1 \triangledown F_2, w, b, e) &= \exists m. b \leq m \land m \leq e \\
&\hspace{1em} \land xlat(F_1, w, b, m) \land xlat(F_2, w, m, e) \\
xlat(\exists X. F, w, b, e) &= \exists X. xlat(F, w, b, e)
\end{align*}
\]

Now consider the DC formula $p(T_1, \ldots, T_{k_p})$ where $p$ is a predicate of arity $k_p$ and $T_i$ are terms. The terms are translated by $xlat(T_i, w)$ to terms over real numbers referencing the variables $t_1, \ldots, t_n$. The basic idea is to translate $\int P$ to $\sum_i: 1..n \mid P \in w_i \bullet t_i - t_{i-1}$, the sum of the lengths of the intervals where $P$ holds. Because $w$ and $P$ are known when $xlat$ is invoked, the resulting term is a fixed sum of terms $t_i - t_{i-1}$. The following diagram illustrates this translation.

\[
xlat(\int P, w) = (t_1 - t_0) + (t_3 - t_2) + (t_4 - t_3)
\]

However, the translation needs to consider the current interval $[b, e]$. Therefore, we introduce new variables $t_i'$, which are set depending on $t_i$ and the interval $[b, e]$ to

\[
t_i' = \begin{cases} 
    b & t_i < b, \\
    t_i & b \leq t_i \leq e, \\
    e & t_i > e.
\end{cases}
\]

Hence, the values for $t_i'$ are set to $t_i$ if $t_i$ is inside the considered interval $[b, e]$. Otherwise it is set to $b$ or $e$. The following diagram illustrates this.
2.3. Duration Calculus

The variables \( t'_0, \ldots, t'_n \) are bound with an existential quantifier and their value is fixed according to (2.3).

\[
xlat(p(T_1, \ldots, T_{k_p}), w, b, e) = \\
\exists t'_0 \ldots t'_n \cdot p(xlat(T_1, w), \ldots, xlat(T_{k_p}, w)) \land \\
\bigwedge_{i=0}^{n} ((t_i < b \Rightarrow t'_i = b) \land (b \leq t_i \leq e \Rightarrow t'_i = t_i) \land (t_i > e \Rightarrow t'_i = e))
\]

Because \( n \), the length of the word \( w \) is known, the operator \( \bigwedge \) can be expanded when translating the formula. For example, for \( n = 1 \) it is expanded to

\[
\exists t'_0, t'_1 \cdot p(xlat(T_1, w), \ldots, xlat(T_{k_p}, w)) \land \\
((t_0 < b \Rightarrow t'_0 = b) \land (b \leq t_0 \leq e \Rightarrow t'_0 = t_0) \land (t_0 > e \Rightarrow t'_0 = e)) \land \\
((t_1 < b \Rightarrow t'_1 = b) \land (b \leq t_1 \leq e \Rightarrow t'_1 = t_1) \land (t_1 > e \Rightarrow t'_1 = e))
\]

The inductive definition of \( xlat \) for terms is as follows.

\[
xlat(f P, w) = \sum_{i : 1 \ldots n} i \cdot P \in w_i \cdot t'_i - t'_{i-1} \\
xlat(X, w) = X \\
xlat(f(T_1, \ldots, T_{k_f}), w) = f(xlat(T_1, w), \ldots, xlat(T_{k_f}, w))
\]

Using the translation function \( xlat \) the algorithm given above semi-decides the satisfiability problem for \( F \).

**Proof.** Assume that \( F \) is satisfiable. Then there is an interpretation \( \mathcal{I} \), a variable valuation \( \mathcal{V} \) and an interval \([b, e]\) with \( \mathcal{I}, \mathcal{V}, [b, e] \models F \). The algorithm can guess the untimed behaviour \( w = \text{Unetime}(\mathcal{I}, [b, e]) \). By construction of \( w_i \), the formula \( \bigwedge P \in w_i \bullet P \) \( \land \bigwedge P \in \Sigma_F \setminus w_i \bullet \neg P \) is satisfiable. The formula \( xlat(F, w, t_0, t_n) \) is satisfiable by construction: The satisfying valuation assigns the values given by \( \mathcal{V} \) to the variables occurring free in \( F \), \( b \) to \( t_0 \), \( e \) to \( t_n \), and the points in time when \( \mathcal{I} \) changes on the
interval \([b, e]\) to the variables \(t_1, \ldots, t_{n-1}\). Hence, the algorithm accepts \(F\).

If the algorithm accepts \(F\), there is an untimed word \(w\) and a valuation for \(t_0, \ldots, t_n\) and the variables occurring free in \(F\) such that \(\text{xlat}(F, w, t_0, t_n)\) evaluates to true. For each \(w_i\) the formula \((\bigwedge P \in w_i \bullet P) \land (\bigwedge P \in \Sigma_F \setminus w_i \bullet \neg P)\) is satisfiable. Hence, there is a satisfying valuation \(M_i\) for the variables occurring in the state expressions \(P\). Now, choose

\[
I(t) = \begin{cases} 
M_1 & t < t_1, \\
M_2 & t \in [t_1, t_2], \\
\vdots \\
M_{n-1} & t \in [t_{n-2}, t_{n-1}], \\
M_n & t > t_{n-1}.
\end{cases}
\]

Choose the valuation \(V\) of the free variables according to the satisfying valuation of \(\text{xlat}(F, w, t_0, t_n)\). Then \(I, V, [t_0, t_n] \models F\). \(\square\)
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In this chapter, we present the combined language CSP-OZ-DC. In the first section, we present CSPz the CSP syntax we use. Then, we present CSP-OZ-DC itself.

3.1. CSPz

The textbook language of CSP [Hoa85, Ros97] uses a minimal syntax and semantics such as the one described in section 2.1. There is no formal syntax for declaring data types and for common functions, e.g., arithmetic operators over integers. Instead, a mathematical notation with intuitive semantics is used.

When tool support for CSP arose, this gap had to be closed. The FDR model checker [For05] for CSP comes with its own input language that provides a complete syntax for expressions, types, and channels. It supports enumeration types, integers, tuples, sets, and functions. Scattergood [Sca94] defined a semantics for the input language and named it CSP$_M$ for ‘machine readable CSP’.
3. CSP-OZ-DC

Although this syntax would be expressive enough for a combination of CSP and Object-Z, it is inconvenient to have expressions in CSP processes written in one syntax and expressions in Z parts in a different syntax. Also, using two different type systems makes it more difficult to combine the languages. Therefore, Fischer [Fis00] defined a new concrete syntax for CSP, named CSPz, that provides the same constructs as CSP\textsubscript{M} but reuses Z syntax where applicable. We follow his approach with small modifications.

### 3.1.1. Syntax

The language CSPz is a proper extension of the Z language. A Z specification consists of several paragraphs. In CSPz two new types of paragraphs exists: channel declarations and process declarations:

\[
\text{Paragraph} ::= \text{Paragraph}_Z \mid \text{Channel} \mid \text{Process}
\]

Furthermore, the syntax for Z expressions is extended in CSPz by process expressions.

\[
\text{Expression} ::= \text{Expression}_Z \mid \text{Expression}_{CSP}
\]

In the remainder of this section, we introduce the new constructs \textit{Channel}, \textit{Process} and \textit{Expression}_{CSP}.

#### Channel Declaration

A CSPz \textit{channel} is declared with the keywords \texttt{chan} or \texttt{local\_chan}. Local channels are only visible within a single CSP-OZ-DC class, while channels declared with \texttt{chan} are visible globally. Multiple channel declarations are separated by newline characters (\texttt{NL}). The syntax for a channel declaration is

\[
\text{Interface} ::= \text{ChannelDecl NL}\ldots\text{NL ChannelDecl}
\]

\[
\text{ChannelDecl} ::= \text{chan NAME,\ldots, NAME[ : Expression ]}
\]

\[
\text{local\_chan NAME,\ldots, NAME[ : Expression ]}
\]

The latter declares one or more channels of the same type. The type is given by \textit{Expression}. This expression must be a schema type, i.e., a set of bindings that can be communicated over this channels. A binding in Z is a function mapping names to values. Thus every value that is communicated
over a channel has a name that can be used to reference the value. If Expression is omitted, it defaults to the empty schema \[\]. These channels are also called signals.

A channel corresponds to a set of events that can be communicated over this channel. An event is identified by its channel name and a binding that provides values for all parameters that appear in the channel declaration. A channel can be represented as a function that maps a binding to an event.

**Example 3.1.** The channel declaration

\[
\begin{align*}
\text{chan} & \text{ open, close} \\
\text{chan} & \text{ request : } [x : \mathbb{Z}] \\
\end{align*}
\]

declares three new channels open, close, and request. The channels open and close are signals. The channel request has a single parameter \(x\) of type \(\mathbb{Z}\). There are infinitely many events corresponding to the channel request, e.g., \(\text{request}\{x = -1\}\), \(\text{request}\{x = 0\}\), \(\text{request}\{x = 1\}\). For each signal channel there is exactly one corresponding event denoted by \(\text{open}\{\}\), \(\text{close}\{\}\).

**Process Declaration**

Traditionally, process declarations in CSP are recursive equations, each binding a name to a process term. The names occurring on the left hand side of the equation can appear again on the right hand side. An example of a simple recursive process is:

\[
\begin{align*}
P &= a \rightarrow Q \\
Q &= b \rightarrow P \\
\end{align*}
\]

In \(\mathbb{Z}\) the operator == is used to define constants, e.g.,

\[
\mathbb{N} == \{n : \mathbb{Z} \mid n \geq 0\}. 
\]

However, this operator cannot be used for recursive equations. We therefore follow Fischer and use a new operator \(\overset{c}{=}\) that allows defining a recursive CSP process. It comes with its own type-checking rule and has its own semantics tailored for recursive process equations.
The BNF syntax of a process declaration is

\[
\text{ProcessDeclaration} ::= \text{ProcessEquation NL \ldots NL ProcessEquation}
\]

\[
\text{ProcessEquation} ::= \text{NAME[ (SchemaText) ]} \subseteq \text{Expression}
\]

A process declaration consists of one or more equations separated by newline characters. Each equation declares a new process NAME optionally taking parameters described by SchemaText. It is defined by an expression, which must evaluate to some process term. The latter is ensured by the type-checking rules of Z.

**Process Expressions**

The syntax of Z expressions is extended by process expressions. The design of the Z language makes it possible to define new operators without changing the syntax of Z expressions. For example, the external choice operator \( \Box \) can be declared as a Z operator:

\[
\text{function 30 leftassoc (_ \Box _)}
\]

\[
\Box = \text{Process} \times \text{Process} \rightarrow \text{Process}
\]

\[
\forall P, Q : \text{Process} \bullet P \Box Q = \ldots
\]

The first line defines \( \Box \) as left-associative infix function with the precedence of 30 (the precedence of the + operator). The axiomatic paragraph declares the operator as a function that takes two processes and returns a new process. The definition of \( P \Box Q \) is omitted here. This paragraph could be included in a CSP toolkit that takes a similar role as the mathematical toolkit for Z. However, some syntactic constructs cannot be introduced without changing the Z syntax.

Therefore, we follow [Fis00] and define process expressions as an extension to the core syntax of Z.

**Basic Processes**  The simplest processes are \( \text{Stop} \), \( \text{Skip} \), \( \text{Chaos}(A) \), and \( \text{Diver} \).  

\[
\text{Expression ::= Stop | Skip | Chaos(Expression) | Diver} \quad \text{– basic processes}
\]

The process \( \text{Stop} \) represents a deadlock, the process that cannot evolve further. The process \( \text{Skip} \) terminates immediately. For the process \( \text{Chaos}(A) \),
the value represented by \( A \) must be a set of events. The process can either refuse any communication or communicate any event from the set \( A \). The process \textit{Diver} is the diverging process executing an infinite sequence of \( \tau \) events.

\textbf{External and Internal Choice} Beside the usual binary operators \( \Box \) and \( \sqcap \) for external and internal choice, the syntax of CSPz also supports the \textit{replicated} choice operators. With the replicated operators, a choice over an infinite number of processes is possible. The syntax for external and internal choice is as follows:

\[
Expression ::= Expression \Box Expression \quad \text{– external choice} \\
| Expression \sqcap Expression \quad \text{– internal choice} \\
| \Box SchemaText \cdot Expression \quad \text{– replicated external choice} \\
| \sqcap SchemaText \cdot Expression \quad \text{– replicated internal choice}
\]

The syntax for the replicated choice operators is similar to the Z syntax of the \( \lambda \)-operator or set comprehension. The \textit{SchemaText} declares new variables, which can be referenced in the process expression.

\textbf{Example 3.2.} The following construct builds an external choice over all processes \( P(x, y) \) where \( x \) and \( y \) are integer variables and \( x < y \):

\[
\Box x, y : Z \mid x < y \cdot P(x, y)
\]

\textbf{Prefixing and Multi-Prefixing} In the standard literature for CSP [Hoa78, Hoa85, Ros97] the basic syntax only defines one prefix operator \( a \rightarrow P \). Here \( a \) is an event and \( P \) is a process. The resulting process \( a \rightarrow P \) communicates the event \( a \) and afterwards proceed as \( P \). The formal syntax is as follows.

\[
Expression ::= Expression \rightarrow Expression \quad \text{– event or schema prefixing}
\]

The first expression must be an event and the second expression a process expression. Fischer also defines schema prefixing in case the first expression is a schema. He uses it to give semantics for Z operations in CSPz. The details of this operator can be found in [Fis00].
However, to capture values that are communicated over a channel, there is the need for another syntax allowing to receive the communicated values into local variables. In [Ros97] this is defined as syntactic sugar. If $c$ is a channel that can communicate the values $\{1, 2, 3\}$ then the process $\langle c?a \rightarrow P(a) \rangle$ is an abbreviation for $c.1 \rightarrow P(1) \parallel c.2 \rightarrow P(2) \parallel c.3 \rightarrow P(3)$ (the dot is used in CSP to combine the channel name and the value to an event). With the notation of replicated choice this can be expressed as $\Box a : \{1, 2, 3\} \cdot c.a \rightarrow P(a)$.

Following this tradition, the languages CSP$_M$ and CSPz as defined in [Fis00] uses a special syntax known as multi-prefixing. For a channel $c$ that communicates two integer values $c : \mathbb{Z} \times \mathbb{Z}$, Fischer allows writing $c!5?y : 1..3 \rightarrow P(y)$.

This denotes the process that writes 5 to the channel $c$, simultaneously receives a value from this channel in the range 1..3, and afterwards behaves like $P(y)$ where the received value is substituted for $y$. This process is equivalent to $c.5.1 \rightarrow P(1) \parallel c.5.2 \rightarrow P(2) \parallel c.5.3 \rightarrow P(3)$, which can also be written as $\Box y : 1..3 \cdot c.5.y \rightarrow P(y)$.

As mentioned earlier, our variant of CSPz does not allow channels to have non-structured types. Instead the channel $c$ would be declared in CSPz as

$$\text{chan } c : [x : \mathbb{Z}; y : \mathbb{Z}]$$

and the names of the declared parameters $x$ and $y$ are part of the channel type. A syntax is needed that allows binding the output value, 5 in the example above, to the first channel parameter $x$. We use the following syntax, which follows the style of the Z standard:

$$(c!x == 5?y : 1..3) \rightarrow P(y)$$

This is an abbreviation for $\Box x == 5 \cdot \Box y : 1..3 \cdot c(\theta[x : \mathbb{Z}; y : \mathbb{Z}]) \rightarrow P(y)$. The $\theta$ operator creates the binding that maps the names $x$ and $y$ to the values of the variables with the same names. This way it relates the variables $x$ and $y$ that are bound by the operators $\Box$ and $\Box$ with the names $x$, $y$ declared in the channel type. In general the syntax for multi-prefixing is as follows:

$$\text{Expression ::= NAME [ ?SchemaText . . . !SchemaText ] } \rightarrow \text{Expression }$$

- multi event prefixing
The process $\text{NAME!SchemaText}_1?\text{SchemaText}_2 \cdots \rightarrow \text{PROCESS}$ is an abbreviation for

$$\square \text{SchemaText}_1 \bullet \square \text{SchemaText}_2 \bullet \ldots$$

$$\text{NAME}(\theta \text{typeof}(\text{NAME})) \rightarrow \text{PROCESS}$$

If a channel parameter does not occur in one of the $\text{SchemaText}$ parts of a multi-prefix, it is implicitly taken from the current scope. Therefore it must be declared as process variables, class constants, class parameters, or global constants. If no variable with that name was declared this is a type error.

**Parallel Composition**

An important concept of CSP is parallel composition. There are several forms that differ in the way the processes synchronise. The CSPz syntax allows the most common constructs for parallel composition in binary and replicated form:

$$\text{Expression} ::= \text{Expr} \parallel \text{Expr} \quad \text{− generalised parallel}$$

$$\mid \text{Expr}_1 \parallel \text{Expr}_2 \mid \text{Expr} \quad \text{− alphabetised parallel}$$

$$\mid \text{Expr} || \text{Expr} \quad \text{− interleaving}$$

$$\mid \text{Expr} [\text{Expr}] \text{Expr} \quad \text{− linked parallel}$$

$$\mid \parallel [\text{Expr}] \text{SchemaText} \bullet \text{Expr} \quad \text{− generalised parallel}$$

$$\mid \parallel \text{SchemaText} \bullet [\text{Expr}] \text{Expr} \quad \text{− alphabetised parallel}$$

$$\mid \parallel \text{SchemaText} \bullet \text{Expr} \quad \text{− interleaving}$$

$$\mid [\text{Expr}] \text{SchemaText} \bullet \text{Expr} \quad \text{− linked parallel}$$

The generalised parallel operator $P \parallel Q$ denotes that processes $P$ and $Q$ run in parallel and synchronise on the events in $A$. Expressions $P$ and $Q$ must denote processes and $A$ a set of events. The resulting process can engage in any communication that is not in $A$ if either $P$ or $Q$ can engage in
that communication. The process can also engage in a communication in $A$ provided both $P$ and $Q$ can engage in that communication synchronously. The alphabetised parallel operator $P_A \parallel_B Q$ is similar to $P \parallel_{A \cap B} Q$. Thus, $P$ and $Q$ synchronise on the intersection of the sets $A$ and $B$. Additionally, $P$ may only engage in communications in $A$ and $Q$ in communications in $B$. The interleaving operator $P \parallel| Q$ is an abbreviation for $P \parallel_{\emptyset} Q$. Thus, $P$ and $Q$ do not synchronise at all.

The linked parallel operator $P [R] Q$ is a combination of renaming, generalised parallel composition and hiding. Here, $R$ is a relation between events, i.e., $R : \text{EVENTS} \leftrightarrow \text{EVENTS}$. The process $P$ can asynchronously engage in communication events that are not in $\text{dom} \; R$. Likewise, the process $Q$ can engage in events that are not in $\text{ran} \; R$. Furthermore, if $(a, b) \in R$, process $P$ can engage in $a$, and process $Q$ can engage in $b$, they engage in these communication synchronously. The communication is hidden outside the parallel composition. Thus, linked parallel can be expressed as follows. First for each element $(a, b) \in R$ the event $a$ of process $P$ and event $b$ in process $Q$ are renamed to a fresh name. Then the renamed processes resulting from $P$ and $Q$ are synchronised on these fresh names by a generalised parallel operator. Finally, these fresh names are hidden from the resulting process.

Other Constructs

Furthermore, the following constructs are allowed in CSPz:

\[
\text{Expression ::= Expression } \odot \text{ Expression} \quad \text{-- sequential composition} \\
| \odot \text{ SchemaText } \bullet \text{ Expression} \quad \text{-- sequential composition} \\
| \text{Expression } \bigcirc \text{ Expression} \quad \text{-- interrupt} \\
| \text{Expression } \setminus \text{ Expression} \quad \text{-- hiding} \\
| \text{Expression}[\text{Renaming}] \quad \text{-- renaming} \\
| \text{Predicate } \& \text{ Expression} \quad \text{-- guarding}
\]

The sequential composition $P \odot Q$ behaves like the process $P$ until $P$ engages in a termination event $\checkmark$. This event is hidden, i.e., replaced by
a \( \tau \) transition. Afterwards the process behaves like \( Q \). There is also a replicated form: The process \( \oplus a : (1, 2, 3) \bullet P(a) \) is equivalent to \( P(1) \oplus P(2) \oplus P(3) \). In this case, the declaration following the symbol \( \oplus \) must contain only a single variable of sequence type. The interrupt operator \( P \triangle Q \) behaves like \( P \) until the first visible event of \( Q \) occurs. Afterwards it proceeds as \( Q \). The hiding operator \( P \setminus A \) hides a set of events \( A \) from a process \( P \). Whenever \( P \) engages in an event \( a \in A \) the process \( P \setminus A \) engages in a \( \tau \) event. Otherwise, \( P \setminus A \) behaves in the same way as \( P \). The renaming operator \( P[R] \) renames all events according to the function \( R \). The renaming function \( R \) must be a partial function \( EVENTS \setminus \{\tau, \checkmark\} \rightarrow EVENTS \setminus \{\checkmark\} \). Whenever \( P \) engages in an event \( a \in \text{dom} \, R \), the process \( P[R] \) engages in \( R(a) \). Renaming an event to \( \tau \) is the same as hiding the event. The process \( g \& P \) is equivalent to the process

\[
\text{if } g \text{ then } P \text{ else Stop}.
\]

If the guard predicate \( g \) holds in the current context, the process behaves just like \( P \). Otherwise, it behaves like \( \text{Stop} \), i.e., it leads to a deadlock.

### 3.1.2. Semantics

In this chapter we give semantics for well-typed CSPz declarations. As a first step, we need to define what a well-typed declaration is. The Z standard uses type inference rules to define well-typed predicates and expressions and to compute the type of an expression. We extend these rules for process expressions and CSP declarations.

The next step is to define a Z semantics for process expressions and for process declarations. In the Z standard [ISO02] \([e]^E\) denotes the semantics of an expression \( e \) and \([D]^D\) the semantics of a Z paragraph \( D \). For process expressions \( P \), we define the Z semantics \([P]^E\) to represent the structure of the process. It does not describe the \textit{behaviour} of a CSP process, though.

Finally, the behaviour is given as an operational semantics. It is given as a labelled transition system computed from the Z semantics of the process.

### Extension to the Z Type Checker

The Z standard [ISO02] defines type inference rules to determine the type of expressions and to check if it is well-typed. In this section we extend these rules for process expressions. We will give new type inference rules for process expressions.
The basic notation for correctly typed expressions is $\Sigma \vdash^E e : \tau$. This denotes that, in the context of $\Sigma$, expression $e$ is of type $\tau$. The operator $\vdash^E$ is used for well-typed expressions; similar operators $\vdash^P$ and $\vdash^D$ are used for well typed predicates and paragraphs. The signature $\Sigma$ comprises the table of symbols declared outside the expression $e$. In the meta-language it is a mapping from names to types. Amongst others, the Z language defines the following types (c.f. section 2.2.2):

- Given types are denoted by $\text{GIVEN NAME}$, where $\text{NAME}$ is an arbitrary name.
- Power set types are denoted by $\mathbb{P}\tau$. This is the type comprising all sets containing elements of type $\tau$.
- Cartesian product types are denoted by $\tau_1 \times \cdots \times \tau_n$.
- Schema types are denoted by $[\beta]$, where $\beta$ is a signature, i.e., a mapping from names to types.

Process expressions are always of the type $\text{PROCESS}$. In the Z meta-language we represent it as $\text{GIVEN PROCESS}$. The definition of the type inference rules for CSP expressions is straightforward. For example, the rule for external choice is given here:

$$
\frac{
\Sigma \vdash^E e_1 : \tau_P \\
\Sigma \vdash^E e_2 : \tau_P 
}{
\Sigma \vdash^E e_1 \diamond e_2 : \tau_P \quad (\tau_P = \text{GIVEN PROCESS})
}
$$

The part below the horizontal line is the conclusion of the rule. It states that $e_1 \diamond e_2$ is a well-typed expression of type $\tau_P$ in the context of $\Sigma$. The type $\tau_P$ is fixed to $\text{GIVEN PROCESS}$ by the condition to the right of the rule. This rule can only be applied if the premises above the horizontal line hold. In this case, $e_1$ and $e_2$ must also be of type $\tau_P$ in the same context $\Sigma$.

The syntactic constructs for repeated application of operators may declare new variables:

$$
\frac{
\Sigma \vdash^E t : \tau \\
\Sigma \oplus \beta \vdash^E e : \tau_P \quad (\tau = \mathbb{P}[\beta]) 
}{
\Sigma \vdash^E \text{Box } t \mid e : \tau_P \quad (\tau_P = \text{GIVEN PROCESS})
}
$$
The premise of the rule demands that schema text $t$ is well-typed with type $\tau$. This type must be a schema type $P[\beta]$. Here $\beta$ is a signature that maps the variable names declared in $t$ to their types. The signature $\beta$ is added to the global signature $\Sigma$. The operator $\oplus$ adds the mappings from $\beta$ to the signature $\Sigma$ returning a new signature. If any symbols are declared in both $\Sigma$ and $\beta$ the types declared in $\beta$ are used. The combined signature is used to check if the process expression $e$ is well-typed. Thus, $e$ may use the symbols that are declared in $t$ as well as symbols coming from the current context. Only if the type of $e$ is $\text{GIVEN PROCESS}$, the expression $\Box t \cdot e$ is well-typed and its type is $\text{GIVEN PROCESS}$, too.

The type-checking rule for a CSP paragraph is more complicated. The problem here is that CSP processes are recursive, which is not possible in Z. When type-checking a Z declaration like $v == e$, the type-checker first determines the type of $e$ and then adds $v$ to the symbol table. If expression $e$ contains the symbol $v$ this results in an error because the symbol $v$ is not yet defined. In CSPz we need to write recursive declarations, though. Therefore, a special type-checking rule is necessary that adds the left-hand side to the symbol table before determining whether the right-hand side is a well-typed expression. This can be done since the type of the left-hand side is known before parsing the right-hand side: it is always $\text{GIVEN PROCESS}$.

Figure 3.1 depicts a rule can be used to check that a CSP declaration is well-typed: The conclusion of this rule states that the CSP paragraph

$$
\begin{align*}
  p_1 & \triangleq e_1 \\
  \vdots \\
  p_n & \triangleq e_n \\
  q_1(t_1) & \triangleq e'_1 \\
  \vdots \\
  q_m(t_m) & \triangleq e'_m
\end{align*}
$$

is well-typed in the context of the signature $\Sigma$ and declares new symbols defined by $\sigma$. In this case, $\vdash^D$ is used instead of $\vdash^E$ because this is a declaration, not an expression. For the same reason $\sigma$ is not a single type but a signature. This signature defines the types of the newly declared symbols, in this case $p_1, \ldots, p_n, q_1, \ldots, q_m$. These symbols are CSP process identifiers, $t_1, \ldots, t_m$ are the schema text expressions declaring the parameters of $q_1, \ldots, q_m$, and $e_1, \ldots, e_n, e'_1, \ldots, e'_m$ are the process expressions that define the processes. The symbols $p_1, \ldots, p_n$ should be of type
\[ \begin{align*}
\sum \vdash E & : \tau_1 & \ldots & \sum \vdash E & : \tau_m \\
\sum \oplus \beta_1 \vdash E & : \text{chartuple } t_1 \otimes \tau_1 \\
\quad & \vdots \\
\sum \oplus \beta_m \vdash E & : \text{chartuple } t_m \otimes \tau_m \\
\sum \oplus \sigma \vdash E & : e_1 \otimes \tau_P \\
\quad & \vdots \\
\sum \oplus \sigma \oplus \beta_m \vdash E & : e'_m \otimes \tau_P \\
\end{align*} \]

\[
\begin{pmatrix}
\tau_P = \text{GIVEN PROCESS} \\
\tau'_1 = \mathbb{P}[\beta_1] & \cdots & \tau'_m = \mathbb{P}[\beta_m] \\
\sigma = p_1 : \tau_P; \\
\vdots \\
p_n : \tau_P; \\
q_1 : \mathbb{P}(\tau_1 \times \tau_P); \\
\vdots \\
q_m : \mathbb{P}(\tau_m \times \tau_P) \}
\end{pmatrix}
\]

Figure 3.1.: Type-checking rule for a CSPz process declaration

\( \tau_P = \text{GIVEN PROCESS} \) and \( q_1, \ldots, q_m \) should be functions mapping their parameters to \( \text{GIVEN PROCESS} \).

The first step in computing the type \( \tau_i \) of the parameters is to determine the type of the schema text \( t_i \). Therefore, the rule contains the premise \( \sum \vdash E : \tau_i \) for each \( t_i \). The type \( \tau'_i \) must be a schema type (set of bindings) with signature \( \beta_i \). This signature is a function mapping the symbols declared in \( t_i \) to their types. With this signature the type of the characteristic tuple of \( t_i \), denoted by \( \text{chartuple } t_i \), can be determined to compute the parameter type \( \tau_i \). While \( \tau'_i \) is a signature type where the order of the declared parameters is not relevant, \( \tau_i \) is a Cartesian product of the types declared in \( t_i \) in the appropriate order. If \( t_i \) declares only one parameter then \( \tau_i \) is the type of that parameter.

Furthermore, the rule requires that expressions \( e_1 \ldots e_n, e'_1, \ldots, e'_m \) are well-typed expressions of type \( \text{GIVEN PROCESS} \). They may use symbols
declared in the signature $\Sigma$ that represents the current context. They may also use the newly defined process identifiers $p_i, q_i$ from the signature $\sigma$ recursively. Furthermore, the expression $e'_i$ can use the symbols from $\beta_i$, which are the parameters declared in the schema text $t_i$.

**Embedding CSP processes in Z meta-language**

Since we allow mixing CSP processes with Z expressions and thus allow functions returning processes (parametrised processes) or external choice over a set of CSP processes, we need to define a Z semantics for CSP. Fischer [Fis00] defines the Z semantics of a CSP process as the operational semantics. However, for recursive process equations defining an operational semantics directly is cumbersome. Therefore, we use a different approach.

It is not necessary that the Z semantics defines the behaviour of the CSP process; it suffices if it defines the structure. The abstract semantics can be represented by a free type. Under this semantics, two CSP process expressions are equal if they are syntactically equivalent. A free type covering the concepts of CSPz as defined in the previous section is the following.

$$
\text{PROCESS} ::= \text{Stop} \mid \text{Skip} \mid \Omega \mid \text{Chaos} \langle \mathbb{P} \text{EVENTS} \rangle \mid \text{Diver} \\
\mid \text{prefix} \langle \text{EVENTS}, \text{PROCESS} \rangle \\
\mid \text{extchoice} \langle \text{World} \to \text{PROCESS} \rangle \\
\mid \text{intchoice} \langle \text{World} \to \text{PROCESS} \rangle \\
\mid \text{sequence} \langle \text{seq} \text{PROCESS} \rangle \\
\mid \text{genparallel} \langle \mathbb{P} \text{EVENTS}, \text{World} \to \text{PROCESS} \rangle \\
\mid \text{alphaparallel} \langle \text{World} \to \text{PROCESS} \times \mathbb{P} \text{EVENTS} \rangle \\
\mid \text{linkedparallel} \langle \text{PROCESS}, (\text{EVENTS} \leftrightarrow \text{EVENTS}), \text{PROCESS} \rangle \\
\mid \text{interrupt} \langle \text{PROCESS}, \text{PROCESS} \rangle \\
\mid \text{hiding} \langle \text{PROCESS}, \mathbb{P} \text{EVENTS} \rangle \\
\mid \text{renaming} \langle \text{PROCESS}, (\text{EVENTS} \leftrightarrow \text{EVENTS}) \rangle \\
\mid \text{call} \langle \text{NAME} \rangle \\
\mid \text{call} \langle \text{NAME} \times \text{World} \rangle 
$$

By $\mathbb{W}_P := \text{carrier} \text{GIVEN PROCESS}$ we denote the carrier set of the above type. Likewise we denote by $\mathbb{W}_E := \text{carrier} \text{GIVEN EVENTS}$ the set of all events. To represent replicated operators like $\square t \cdot P$ we use a function mapping from the type induced by $t$ to PROCESS. As the type of $t$ can be arbitrary we use World to represent the set of all elements. Such a set cannot be defined in Z because it would not be well-typed.
Because the meta-language of Z is untyped, this set can be defined in the meta-language, though. We assume that \textit{Stop}, \textit{Skip} are constants of type \textit{PROCESS} and \textit{prefix}, \textit{extchoice}, etc. are functions returning objects of type \textit{PROCESS}, just as if \textit{PROCESS} had been declared as free type in some parent Z section. The functions are injective and pairwise disjoint.

A Z model \( M \) is a binding: a partial function mapping variable names to values. It provides values for all given sets and all constants and functions declared in axiomatic and horizontal definitions in the preceding specification. It also provides values for variables bound by \( \lambda \) operators or logical quantifier. The semantics of an expression \( [e]^{E} \) is a function from models to values.

Using the data type \textit{PROCESS} and the constants and functions defined above, it is straightforward to give the abstract semantics for all CSP operators. For example, the semantics for external choice is defined as follows.

\[
\begin{align*}
[\Box t \cdot P]^{E} M &= \text{extchoice}(\llbracket \lambda t \cdot P \rrbracket^{E} M) \\
[P \Box Q]^{E} M &= \text{extchoice}(\{1 \mapsto \llbracket P \rrbracket^{E} M, 2 \mapsto \llbracket Q \rrbracket^{E} M\})
\end{align*}
\]

The first line gives the semantics of the expression \( \Box t \cdot P \). It reuses the Z semantics for \( \lambda \) expressions to define the semantics of the replicated operator. The operator \( \lambda \) builds a function from the set induced from the schema text \( t \) to the set of processes. Then the \textit{extchoice} function from the definition of \textit{PROCESS} is applied to define the semantics. The second line gives the semantics of the expression \( P \Box Q \). It uses \( \llbracket \cdot \rrbracket^{E} \) and \( M \) recursively to compute the semantics of \( P \) and \( Q \). Since \textit{extchoice} takes a function as parameter, a function that maps 1 to the semantics of \( P \) and 2 to the semantics of \( Q \) is created.

The definition of \textit{PROCESS} above provides no construct for guarding. The reason is that guarding is replaced by an if construct as follows.

\[
\llbracket g \& P \rrbracket^{E} M = [\text{if } g \text{ then } P \text{ else } \text{Stop}]^{E} M
\]

The semantics for a \textit{declaration} is a relation from models to models. This relation contains a tuple \( M \mapsto M' \) if \( M' \) contains \( M \) and additionally the valuation for the newly declared symbols. The model \( M \) is a consistent model for all the preceding declarations and the model \( M' \) is a consistent extension of \( M \) including the new declaration. Note that there may be several consistent extension \( M' \). If the declaration is inconsistent there is
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no \( M' \). Thus, the semantics of a declaration is a relation, not a function. The semantics for a recursive process equation is defined as follows.

\[
\begin{align*}
\begin{bmatrix}
p_1 & = & e_1 \\
\vdots & & \\
p_n & = & e_n \\
q_1(t_1) & = & e'_1 \\
\vdots & & \\
q_m(t_m) & = & e'_m
\end{bmatrix}
\end{align*}
\]

\[\begin{array}{rcl}
P & = & \{ M, M', M'' : \text{Model} | \\
& & M' = M \cup \{ p_1 \mapsto \text{call}(p_1), \ldots, p_n \mapsto \text{call}(p_n), \\
& & \quad q_1 \mapsto \{ t : \mathbb{W} \bullet t \mapsto \text{call}(q_1, t) \}, \ldots, \\
& & \quad q_m \mapsto \{ t : \mathbb{W} \bullet t \mapsto \text{call}(q_m, t) \} \} \land \\
& & M'' = M \cup \{ p_1 \mapsto [[e_1]^E M'], \ldots, p_n \mapsto [[e_n]^E M', \\
& & \quad q_1 \mapsto [[\lambda t_1 \bullet e'_1]^E M'], \ldots, \\
& & \quad q_m \mapsto [[\lambda t_m \bullet e'_m]^E M'] \} \\
& & \bullet M \mapsto M'' \}
\end{array}\]

The semantics is computed in two steps. In the first step the model \( M' \) is created. In this model the valuations of the symbols \( p_1, \ldots, p_n \) are just \textit{call} processes. The valuation for each of the symbols \( q_1, \ldots, q_n \) is a function that assigns to the input parameters the corresponding parametrised \textit{call} process. The intermediate model \( M' \) is used to assign a meaning to the right-hand sides of the process equations \( e_1, \ldots, e_n \) and \( e'_1, \ldots, e'_m \). Thus, the semantics of the symbol \( p_1 \) occurring on the right-hand side of the equation is the process \text{call}(p_1). The final model \( M'' \) assigns to each symbol \( p_1, \ldots, q_m \) the semantics of the right-hand side. This model is used to define the semantics of the declaration.

**Example 3.3.** Let \( a, b : [x : \mathbb{Z}] \) be channels with parameter \( x : \mathbb{Z} \). Consider the following recursive equation:

\[
\begin{align*}
P & = a?x : \mathbb{Z} \rightarrow Q(x) \\
Q(y : \mathbb{Z}) & = b!x == y + 1 \rightarrow P
\end{align*}
\]

When computing the semantics for this declaration, we start with some model \( M \) that already assigns to \( a \) and \( b \) an injective function \([x : \mathbb{Z}] \rightarrow \text{EVENTS}\). In the first step \( M' \) is build. The model \( M' \) assigns to \( P \) the concrete process \text{call}(P) and to \( Q \) a function \( \mathbb{Z} \rightarrow \text{PROCESS} \) with \( M'(Q)(t) = \text{call}(Q, t) \). Using this model \( M' \), the right-hand sides of the process equations are evaluated. The resulting values \([a?x : \mathbb{Z} \rightarrow Q(x)]^E M'\) and \([\lambda y : \mathbb{Z} \bullet b!x == y + 1 \rightarrow P]^E M'\)
are assigned to the symbols $P$ and $Q$ in $M''$. When evaluating multi-prefixed events the corresponding operators $\square$ and $\blacksquare$ are created. Thus the final model $M''$ looks as follows.

$$M''(P) = \text{extchoice} (\{ t : Z \cdot t \mapsto \text{prefix}(a \langle t \rangle, \text{call}(Q, t)) \})$$

$$M''(Q) = \{ y : Z \cdot y \mapsto \text{intchoice} (\{ y + 1 \mapsto \text{prefix}(b \langle y \rangle, \text{call}(P)) \}) \}$$

### Operational Semantics

The operational semantics of CSPz is based on labelled transition systems. The configurations are the semantic values from $W_P$, the world of processes in CSPz. In Z, the expression carrier $\tau$ denotes the set of all elements of type $\tau$. The transitions are labelled by elements from $W_E$, the semantic values of events. A labelled transition system is represented as a tuple $(W_P, W_E, p_0, \rightarrow)$, where $p_0 \in W_P$ is the initial configuration and $\rightarrow \subseteq W_P \times W_E \times W_P$ is the transition relation. The element $(p, \alpha, p') \in \rightarrow$ means that there is a transition from process $p$ to process $p'$ under the event $\alpha$. It is also denoted by $p \xrightarrow{\alpha} p'$.

The transition relation $\rightarrow$ is almost the same for all models; only the transitions for the processes $\text{call}(P)$ and $\text{call}(P, t)$ depend on the context. The context is given as a Z model $M$ and is computed using $[\cdot]^D$ according to the semantics defined in the previous section. The transition relation is generated inductively by the following inference rules. We use the symbols $P, Q$ to denote processes, $\alpha$ to denote arbitrary events, $a$ for events except $\checkmark$ and $\tau$. When defining the operational semantics for replicated operators, we use the symbol $\mathcal{P}$ to denote a function that maps an arbitrary type into the set of processes.

#### Basic Processes

For the process $\text{Stop}$ no outgoing transition is defined. The process $\text{Skip}$ terminates immediately emanating a $\checkmark$ event. The terminated process is conventionally represented as $\Omega$ and is equivalent to the $\text{Stop}$ process, i.e., no outgoing transition is defined for this process.

$$\text{Skip} \xrightarrow{\checkmark} \Omega$$
The process *Chaos* can either communicate some event or make an internal transition to the *Stop* process. In the second case the system deadlocks.

\[
\begin{align*}
\text{Chaos}(A) \xrightarrow{a} \text{Chaos}(A) & \quad [a \in A] \\
\text{Chaos}(A) \xrightarrow{\tau} \text{Stop}
\end{align*}
\]

The process *Diver* diverges by emanating \(\tau\) events.

\[
\text{Diver} \xrightarrow{\tau} \text{Diver}
\]

**Prefixing**  As explained earlier, multi-prefixing is always translated to external and internal choice over event prefixing. Therefore, only a simple rule for event prefixing is needed.

\[
\text{prefix}(a, P) \xrightarrow{a} P
\]

**Internal and External Choice**  The binary internal choice is a special case of the parameterised internal choice. The latter has the following simple rule:

\[
\text{intchoice}(P) \xrightarrow{\tau} P \quad [P \in \text{ran } P]
\]

Here \(P\) is a function mapping some arbitrary elements to processes. An element from the domain of \(P\) contains the variables defined in the schema text \(t\) of the original CSPz expression \(\bigsqcap t \bullet P\). These variables are not relevant for the semantics, therefore the rule only uses \(\text{ran } P\). The process \(\text{intchoice}(P)\) can enter any of these processes by an internal \(\tau\)-transition.

In case of external choice \(\text{extchoice}(P)\) there are two rules: A visible event \(a\) can be performed if one of the processes \(P\) in \(\text{ran } P\) can perform this event. In this case, the successor of the external choice is the successor of \(P\).

\[
\begin{align*}
P \xrightarrow{a} P' & \quad [P \in \text{ran } P] \\
\text{extchoice}(P) \xrightarrow{a} P' & \quad [P \in \text{ran } P]
\end{align*}
\]

The other possibility is that some processes in \(\text{ran } P\) can perform a \(\tau\)-transition. We follow [Fis00] and demand that all processes that can perform \(\tau\)-transitions take them simultaneously. This is necessary to prevent
infinite chains of \(\tau\)-transitions as is explained in [Fis00]. We use the set \(T\) to denote the pre-image of all processes that can perform \(\tau\)-transitions.

\[
\forall t : T \cdot \mathcal{P} t \xrightarrow{\tau} \mathcal{P}' t
\]

\[
\text{extchoice}(\mathcal{P}) \xrightarrow{\tau} \text{extchoice}(\mathcal{P}')
\]

\[
T = \{ t : \text{dom} \mathcal{P} | \exists \mathcal{P}' \cdot \mathcal{P} t \xrightarrow{\tau} \mathcal{P}' \}
\]

\[
T \neq \emptyset
\]

\[
T \triangleright \mathcal{P} = T \triangleright \mathcal{P}'
\]

**Parallel Composition**  Three rules are needed for generalised parallel composition, one for asynchronous steps, one for synchronous steps, and one for termination. The following rule is for asynchronous steps:

\[
P \xrightarrow{\alpha} P'
\]

\[
\text{genparallel}(A, \mathcal{P}) \xrightarrow{\alpha} \text{genparallel}(A, \mathcal{P} \oplus \{ t \mapsto \mathcal{P}' \})
\]

[\( (t \mapsto P) \in \mathcal{P} \) \]

\[
\alpha \notin A \cup \{ \checkmark \}
\]

Here \(P\) is one of the processes in the range of \(\mathcal{P}\). The rule is applicable if \(P\) can evolve with the communication \(\alpha\) that is not in the synchronisation alphabet and \(P'\) is its successor. Note that the internal operation \(\alpha = \tau\) is allowed. The parallel composition can then evolve to \(\mathcal{P} \oplus \{ t \mapsto P' \}\), i.e., \(P\) is replaced by \(P'\) in \(\mathcal{P}\). For events from the alphabet \(A\) all processes need to engage in a transition synchronously:

\[
\forall t : \text{dom} \mathcal{P} \cdot \mathcal{P} t \xrightarrow{a} \mathcal{P}' t
\]

\[
\text{genparallel}(A, \mathcal{P}) \xrightarrow{a} \text{genparallel}(A, \mathcal{P}')
\]

[a \in A, \text{dom} \mathcal{P} = \text{dom} \mathcal{P}']

Termination needs a special rule that is similar to the asynchronous rule. The difference is that the \(\checkmark\) event is communicated only after the last process has terminated. The \(\checkmark\) events of the processes that terminated before are replaced by \(\tau\) events.

\[
P \xrightarrow{\checkmark} \Omega
\]

\[
\text{genparallel}(A, \mathcal{P}) \xrightarrow{\tau} \text{genparallel}(A, \mathcal{P} \oplus \{ t \mapsto \Omega \})
\]

\[
[(t \mapsto P) \in \mathcal{P}]
\]

\[
\text{ran} \mathcal{P} = \{ \Omega \}
\]
With the alphabetised parallel operator every process has its own synchronisation alphabet. Instead of a function $\mathcal{P} : \text{World} \rightarrow \text{PROCESS}$ a function $\mathcal{P}A : \text{World} \rightarrow \text{PROCESS} \times \mathbb{P} \text{EVENTS}$ is used. A process synchronises with all processes that have the same event in their alphabet. The $\tau$ events are always asynchronous:

$$
P \xrightarrow{\tau} P' \\
\xrightarrow{\text{alphparallel}(\mathcal{P}A) \xrightarrow{\tau}} \\
\xrightarrow{\text{alphparallel}(\mathcal{P}A \oplus \{ t \mapsto (P', A) \})}$$

For visible events the following rule is used:

$$
\forall t : \text{dom} \mathcal{P}A' \cdot \mathcal{P}A t.1 \xrightarrow{a} (\mathcal{P}A' t.1) \\
\xrightarrow{\text{alphparallel}(\mathcal{P}A) \xrightarrow{a}} \\
\xrightarrow{\text{alphparallel}(\mathcal{P}A \oplus \mathcal{P}A')}$$

Note that $x.1$ and $x.2$ select the first and second element of a Cartesian tuple $x$, in this case the process and the synchronisation alphabet. The function $\mathcal{P}A' : \text{World} \rightarrow \text{PROCESS} \times \mathbb{P} \text{EVENTS}$ gives the successor state of exactly those processes that synchronise on the event $a$. The event $a$ must be in the synchronisation alphabet of some process, so $\mathcal{P}A'$ may not be empty. Again we need a special termination rule:

$$
P \xrightarrow{\checkmark} \Omega \\
\xrightarrow{\text{alphparallel}(\mathcal{P}A) \xrightarrow{\tau}} \\
\xrightarrow{\text{alphparallel}(\mathcal{P}A \oplus \{ t \mapsto (\Omega, A) \})}$$

$$
\xrightarrow{\text{alphparallel}(\mathcal{P}A) \xrightarrow{\checkmark}} \Omega$$

**Recursion** If a process identifier $P$ occurs recursively on the right-hand side, this is translated to a process $\text{call}(P, e)$ where $e$ is the value of the parameter. If $P$ takes more than one parameter, $e$ is a tuple. To determine
the operational semantics of the process $P$ the model $M$ is needed. This is
the only part where the transition relation $\rightarrow$ depends on the underlying
$Z$ model. The called process is entered with a $\tau$-transition. If the process
identifier $P$ does not take any parameter, $[P]^E M$ is the associated process
term. Otherwise, $[P]^E M$ is a function mapping values to process terms.
The following two rules distinguish these cases:

\[
\begin{align*}
call(P) & \xrightarrow{\tau} [P]^E M \\
call(P, e) & \xrightarrow{\tau} [P]^E M(e)
\end{align*}
\]
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The language CSP-OZ-DC is an extension of Object-Z, which is an exten-
sion of Z. Thus, every Z specification is already a valid CSP-OZ-DC spec-
ification, but not the other way round. In Z the basic building blocks of a
specification are paragraphs. A paragraph is either an axiomatic declara-
tion, a schema definition, a free type declaration, a given type declaration,
or a horizontal definition. In Object-Z [Smi00] a new kind of paragraph
was introduced, namely Object-Z classes. Likewise, the main extension
of the language CSP-OZ-DC is the CSP-OZ-DC class declaration. This
section gives the syntax and semantics for CSP-OZ-DC classes.

3.2.1. Syntax

The syntax for a CSP-OZ-DC class is as follows.

\[
COD_{\text{Class}} ::= \begin{array}{c}
\text{NAME} \ [ \text{[Formals]} \] \ [ \text{(SchemaText)} \] \\
\text{Interface} \\
\text{ProcessDeclaration} \\
[ \text{Z\_Paragraph} \ldots \text{Z\_Paragraph} ] \\
\text{State} \\
[ \text{Init} ] \\
[ \text{Operation} \ldots \text{Operation} ] \\
\text{DC} \\
\end{array}
\]
This declaration resembles Object-Z class declarations. The main syntactic difference is the interface part that declares the CSPz channels the class uses to communicate with its environment. In the remainder of the section the parts of CSP-OZ-DC classes are presented in details. The syntax is similar to CSP-OZ classes which are described in [Fis00]. Only the DC part is new in CSP-OZ-DC. We therefore only give a brief summary and provide the syntactic rules.

**Interface Part**

In the interface part the channels of a class are declared. A channel declaration introduces a new channel that allows communicating synchronous events. Each channel can have a type that declares the data values exchanged via this channel. In textbook CSP the channel type is a Cartesian tuple, however, in the Z world it makes more sense to use schema types for communications. The syntax of a channel declaration has already been explained in section 3.1. It is given here again for completeness.

\[
\begin{align*}
\text{Interface} & ::= \text{ChannelDecl NL...NL ChannelDecl} \\
\text{ChannelDecl} & ::= \text{chan NAME, ..., NAME[ : Expression ]} \\
& \quad | \text{local\_chan NAME, ..., NAME[ : Expression ]}
\end{align*}
\]

**Process Declaration**

The CSP process declaration is identical to the CSPz process declaration introduced in section 3.1:

\[
\begin{align*}
\text{ProcessDeclaration} & ::= \text{ProcessEquation NL...NL ProcessEquation} \\
\text{ProcessEquation} & ::= \text{NAME[ (SchemaText) ] = Expression}
\end{align*}
\]

In every CSP-OZ-DC class a process named main must be declared. This is the process that will be entered initially.

**Z Paragraphs**

A CSP-OZ-DC class may include arbitrary Z paragraphs declaring new symbols that are local in the class. These symbols have some values that do not change during the lifetime of the class. For example, axiomatic definitions may be used declaring constants, auxiliary functions, or internal parameters invisible to the environment.
State

The state schema is declared in the same way as in Object-Z. The state schema is an unnamed schema that declares the state variables of a CSP-OZ-DC class.

\[
\text{State ::= } [\text{DeclPart} [\text{Predicate } ]]
\]

The syntax for DeclPart is taken from the Z standard. It is a list of declarations. A declaration can be a simple variable declaration \( v_1, v_2 : \text{World} \) declaring typed variables, a schema reference including the declaration and invariant of the referred schema, or a definition \( v == e \) declaring \( v \) to be equal to expression \( e \). The Predicate serves as a global invariant of the state schema. State variables may be changed by operation schemas, which are triggered by communication events.

Init Schema

The Init schema is a simple schema that gives the initial values of the state variables. Unlike all the other schemas in Z it only contains the predicate. The declaration part is always implicitly the state schema of the current class. If the Init schema is omitted the schema with predicate \text{true} is used by default, i.e., every value that satisfies the state invariant is allowed as initial value.

\[
\text{Init ::= } [\text{Init} [\text{Predicate } ]]
\]

Operations

Each communication event can be linked to an operation on the state variables (the variables declared in the state schema). To this end, an operation schema is used. The syntax is as follows:

\[
\text{Operation ::= } [\text{com_NAME} [\text{DeclPart} [\text{Predicate } ]]]
\]
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An operation is a schema with a special name `com_NAME`. Here `NAME` is the name of the channel that is associated with this operation. The first line of the schema gives the Δ-list, which lists the variables that are changed by the operation. The variables listed here must be declared in the state schema. The remaining part of the declaration can declare input and output variables. These must be those variables declared in the schema declaration of the channel. The variables decorated by ? are inputs of the operation. Those decorated by ! are outputs. The predicate can reference the variables in the state schema (pre-state), the same variables decorated with ′ (post-state), and the input and output parameters declared in the `DeclPart`. For any state variable `v` in the state schema that is not in the Δ-list, the equation `v = v′` is implicitly added to the predicate to denote that this variable does not change.

**Duration Calculus Part**

The DC part is a list of Duration Calculus formulae that restrict the timing behaviour of the CSP-OZ-DC class. Only the counterexample formulae introduced in section 2.3.6 are allowed. The formulae are separated by newline characters (NL).

\[
DC ::= ce\_formula \ NL \ldots NL ce\_formula
\]

\[
ce\_formula ::= \neg (phase \ \wedge (phase \ | \ events) \ \wedge \cdots \wedge (phase \ | \ events) \wedge true)
\]

\[
phase ::= (true \ | [ Predicate ]) [ \wedge \ell \sim t ]
[ \wedge \Box NAME \ldots \wedge \Box NAME ]
\]

\[
\sim ::= \leq | < | > | \geq
\]

\[
events ::= \uparrow NAME \ | \quad NAME
\]

\[
| events \lor events \ | events \land events
\]

3.2.2. Case Study

To illustrate the syntactic constructs of CSP-OZ-DC, we give as example the specification for a small part of an elevator. It is kept simple and only contains the core of the controller. This example is used as a case study to demonstrate the features of the combined language CSP-OZ-DC without bloating the specification.
Communication aspects are described with CSPz. For the controller of the elevator we use four signals (channels that carry no data values):

\[
\text{chan } \text{start}, \text{stop}, \text{passed} \\
\text{local\_chan } \text{newgoal}
\]

The channel \textit{newgoal} is an internal operation. It is used to determine the next floor that the elevator has to go to. The \textit{start} operation is an external event used to start the engines. Likewise the \textit{stop} event is used to stop the engines. The \textit{passed} event is signalled by the environment whenever the elevator passed one floor. For the elevator controller the admissible sequences of events are defined by this CSP process:

\[
\text{main } \overset{c}{=} \text{newgoal } \rightarrow \text{start } \rightarrow \text{Drive} \\
\text{Drive } \overset{c}{=} (\text{passed } \rightarrow \text{Drive}) \square (\text{stop } \rightarrow \text{main})
\]

The elevator has a cyclic behaviour switching between the processes \textit{main} and \textit{Drive}. The elevator first chooses a new goal floor, then it starts the engines and switches to the \textit{Drive} process. It can either pass a floor and keep on driving, or stop and return to the \textit{main} process. We will see later that the external choice between the \textit{passed} and \textit{stop} event is determined by the Object-Z and Duration Calculus part of the specification.

Data aspects are described by Object-Z state and operation schemas. The floors are modelled by integers ranging from the constants \textit{Min} to \textit{Max}. No concrete values for the boundaries are given but the only requirement is \textit{Min} < \textit{Max}. In Z these constants are declared in an axiomatic definition:

\[
\begin{align*}
\text{Min}, \text{Max} &: \mathbb{Z} \\
\text{Min} < \text{Max}
\end{align*}
\]

The internal state of the elevator is given by the following state schema. It contains two variables for current and goal floor and a variable dir, which describes the direction the elevator is heading to (1 for upwards, -1 for downwards). The initial values for the variables are given by the \textit{Init} schema. One could also add an invariant like \textit{Min} \leq \textit{current} \leq \textit{Max} to the state schema, however, we later want to show that the remaining specification will always keep the value of \textit{current} in this range. If we added the invariant to the state schema, it would hold trivially because a communication that lead to a violation of the invariant would be rejected.
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\[
\begin{align*}
\text{current, goal} & : \mathbb{Z} \\
\text{dir} & : \{-1, 0, 1\} \\
\text{Init} & \\
\text{goal} & = \text{current} = \text{Min} \\
\text{dir} & = 0
\end{align*}
\]

The link between events and states is established by communication schemas. By naming conventions, the following schema describes the effect that the passed event induces:

\[
\text{com\_passed} \\
\Delta(\text{current}) \\
\text{current}’ = \text{current} + \text{dir}
\]

The \(\Delta\) list on the first line contains the variables that are changed by the operation. In this case, only \(\text{current}\) is changed by adding the value of \(\text{dir}\), which increases or decreases the floor counter depending on the value of \(\text{dir}\).

For simplicity we abstracted from the set of requested floors and the algorithm to choose the next goal floor. Instead the goal floor is chosen non-deterministically from the range of all floors except the current one.

\[
\text{com\_newgoal} \\
\Delta(\text{goal}) \\
\text{Min} \leq \text{goal}’ \leq \text{Max} \\
\text{goal}’ \neq \text{current}
\]

When the elevator starts, the controller chooses the direction in accordance with the position of the new goal floor: If the number of the goal floor is larger than the current floor, the elevator goes up, denoted by \(\text{dir}’ = 1\), if the goal floor is smaller, the elevator goes down.

\[
\text{com\_start} \\
\Delta(\text{dir}) \\
\text{goal} > \text{current} \Rightarrow \text{dir}’ = 1 \\
\text{goal} < \text{current} \Rightarrow \text{dir}’ = -1
\]

Finally, the elevator is not allowed to stop before reaching the goal floor. This can be stated by a communication schema with an empty delta list that restricts the pre-state.
Real-Time aspects are described with Duration Calculus (DC) by counterexample formulae. In the case study, real-time properties ensure that the elevator stops when it reaches the goal floor instead of passing to the next floor. To achieve this, a minimum time of three seconds between two adjacent passed events is demanded. This is expressed by a negated counterexample where two consecutive passed events occur, with a time span of at most three seconds between the events.

\[ \neg \Diamond (\uparrow \text{passed} \land \ell \leq 3 \land \downarrow \text{passed}) \]

Furthermore it is claimed that the elevator stops within two seconds. The following formula states the impossibility of the stop event not occurring if the goal has been reached for at least two seconds.

\[ \neg \Diamond ([\text{current} \neq \text{goal}] \land ([\text{current} = \text{goal}] \land \ell \geq 2 \land \Box \text{stop})) \]

The complete specification of the elevator is shown in Fig. 3.2. For all reachable states of the elevator the invariant \( \text{Min} \leq \text{current} \leq \text{Max} \) holds. However, a manual proof would be very complex, since does not only depend on the operation schemas but also on the real-time aspects of the elevator: The elevator will stop before it passes its goal floor. In section 6.4.4 we will present a method to prove this invariant automatically.

### 3.2.3. Semantics

When evaluating the semantics of a specification according to the Z standard [ISO02], the schema

\[
\text{Name} \hspace{1cm} \text{SchemaText}
\]

is rewritten to

\[ \text{Name} == [\text{SchemaText}] \].
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Elevator

<table>
<thead>
<tr>
<th>chan</th>
<th>start, passed, stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>local_chan</td>
<td>newgoal</td>
</tr>
<tr>
<td>main</td>
<td>$\leftarrow$ newgoal $\rightarrow$ start $\rightarrow$ Drive</td>
</tr>
<tr>
<td>Drive</td>
<td>$\leftarrow$ (passed $\rightarrow$ Drive) $\Box$ (stop $\rightarrow$ main)</td>
</tr>
</tbody>
</table>

$Min, Max : \mathbb{Z}$

$Min < Max$

<table>
<thead>
<tr>
<th>Init</th>
<th>$goal = current = Min$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$dir = 0$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>.com_newgoal</th>
<th>$\Delta(goal)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Min \leq goal' \leq Max$</td>
</tr>
<tr>
<td></td>
<td>$goal' \neq current$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>.com_start</th>
<th>$\Delta(dir)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>goal &gt; current $\Rightarrow$ dir' = 1</td>
<td></td>
</tr>
<tr>
<td>goal &lt; current $\Rightarrow$ dir' = -1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>.com_passed</th>
<th>$\Delta(current)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>current' = current + dir</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>.com_stop</th>
<th>$\Delta()$</th>
</tr>
</thead>
<tbody>
<tr>
<td>goal = current</td>
<td></td>
</tr>
</tbody>
</table>

$\neg \Diamond (\uparrow passed \land \ell \leq 3 \land \downarrow passed)$

$\neg \Diamond ([current \neq goal] \land (current = goal) \land \ell \geq 2 \land \Box stop))$

Figure 3.2.: Elevator specification
This defines a new constant \( \text{Name} \) and sets its value to the expression \([\text{SchemaText}]\). For CSP-OZ-DC we proceed the same way. To this end, we extend Z expressions to include anonymous CSP-OZ-DC classes of the form \([\text{COD}\_\text{SchemaText}]\). The syntax of \( \text{COD}\_\text{SchemaText} \) is the one for named CSP-OZ-DC classes:

\[
\text{COD}\_\text{SchemaText} ::= \text{Interface} \\
\text{ProcessDeclaration} \\
[\text{Paragraph} \ldots \text{Paragraph}] \\
\text{State} \\
[\text{Init}] \\
[\text{Operation} \ldots \text{Operation}] \\
| \text{DC}
\]

When determining the semantics, the following CSP-OZ-DC paragraph

\[
\text{Name}[\text{Formals}] (\text{Params}) \xrightarrow{\text{Contents}}
\]

it is rewritten to

\[
\text{Name}[\text{Formals}] == \lambda \text{Params} \bullet [\text{Contents}].
\]

To provide semantics for a CSP-OZ-DC class, a semantic domain is necessary, in which the semantics for each language can be expressed. Duration Calculus extended by Z interpretations and CSP events is suitable for this. We give semantics for such a class in terms of the set of Duration Calculus interpretations that satisfy the specification. The semantics is based on the trace semantics for CSP, the history semantics for Object-Z, and the set of interpretations for Duration Calculus formulae.

As already mentioned in section 2.3, we use interpretations of the form \( I : \text{Time} \rightarrow \text{Model} \), where \( \text{Time} == \mathbb{R}^+ \) is the time domain and \( \text{Model} == \text{Name} \rightarrow \mathbb{W} \) is the set of Z models. This is necessary to support complex data types that are used in the Object-Z part. The model must give values for all variables used in the CSP-OZ-DC class. These include the variables declared in the state schema of the class and in axiomatic definitions in the CSP-OZ-DC class. Also this model includes a model of the environment, in which the class is declared. Furthermore, for each channel there is a
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Boolean channel variable with the same name. If a channel has parameters, e.g., if the channel was declared as \( c : [x, y : \mathbb{Z}] \), there is another parameter variable that holds the parameters, in the example \( c\triangleright : [x, y : \mathbb{Z}] \). The symbol \( \triangleright \) is just an arbitrary symbol to distinguish the parameter variable from the channel variable.

Whenever an event occurs, the channel variable corresponding to the channel changes and the parameter variable must be set to the value that is sent over the channel. The latter must be stable for some positive time. The value of the Boolean channel variable must not change until the next event occurs. The following diagram illustrates an interpretation in which the events \( c\langle | x == 1; y == 2 | \rangle \) and \( c\langle | x == 2; y == 1 | \rangle \) are sent at times 2 and 5.

![Diagram](image)

Initially, the channel variable \( c \) is either \texttt{false} or \texttt{true}. In the diagram it starts with \texttt{false}. Its value changes whenever an event of channel \( c \) occurs. The value of the parameter variable \( c\triangleright \) is only relevant immediately after an event on channel \( c \) occurs. At other times its value is arbitrary.

The variables from axiomatic definitions and from the environment must have the same value for all points in time \( t : \text{Time} \). For the elevator example from the last section this means that \( \text{Min} \) and \( \text{Max} \) always keep their initial values. Also, the semantics of symbols declared by the (implicit) environment, e.g., \( \mathbb{Z}, +, - \), etc. may not change during a single interpretation. There may be different interpretations with different values for \( \text{Min} \) and \( \text{Max} \) or different models of numbers, though.

An interpretation \( I \) is in the set given by the semantics of a CSP-OZ-DC specification if it satisfies the CSP, Object-Z, and Duration calculus part. For the CSP and Z part only the untimed behaviour of \( I \) is relevant. It can be computed as follows: First the moments \( 0 = t_0 < t_1 < t_2 < \ldots \) are determined when the interpretation \( I(t) \) changes. For almost all \( t \) in the interval \( [t_i, t_{i+1}] \) the interpretation is constantly \( I(t) = M_i \) and it changes at \( t_{i+1} \), so \( M_i \neq M_{i+1} \). The interpretation may only change if
an event occurs, i.e., the value of one of the channel variables \( c \) changes. In a CSP-OZ-DC class only one event can occur at a given time \( t_i \), so there should be a unique \( c_i \) with \( M_{i-1}(c_i) \neq M_i(c_i) \). If more than one or none of the channel variables change, the interpretation does not satisfy the specification. The parameters of the \( i \)-th event are given by \( M_i(c_i) \). Thus, the \( i \)-th event is \( c_i(M_i(c_i)) \). This produces a sequence

\[
Untime(I) = (M_0, c_1(M_1(c_1)), M_1, c_2(M_2(c_2)), M_2, \ldots).
\]

The sequence is finite if there is an \( n \) such that the interpretation is constant for almost all \( t \) in \([t_n, \infty]\) else it is infinite.

To determine whether an interpretation \( I \) satisfies the CSP part of a CSP-OZ-DC part (denoted by \( I \models CSP_{\text{part}} \)), we compute the operational semantics of the main process of the CSP part. This yields a labelled transition system \((\mathbb{W}_P, \mathbb{W}_E, p_0, \rightarrow)\). Furthermore, the alphabet \( A \) of the CSP part is computed, which is the set of channels that syntactically occur in the CSP processes of the class. Of the sequence \( Untime(I) \) only the events in the alphabet \( A \) are considered. The interpretation satisfies the CSP part if and only if there is a run of the labelled transition system corresponding to this sequence of events.

The interpretation satisfies the Object-Z part (denoted by \( I \models OZ_{\text{part}} \)) if and only if the sequence \( Untime(I) \) is in the history semantics [Smi92] of the Object-Z part of the CSP-OZ-DC specification. This means that the following must hold.

- \( M_0 \in \llbracket \text{Init} \rrbracket^P \), i.e., the first element of the sequence is a model of the Init schema.
- \( M_i \in \llbracket \text{State} \rrbracket^P \) for all \( i \), i.e., all models \( M_i \) of the sequence are models of the State schema. Particularly, they satisfy the state invariant.
- \( (M_{i-1} \cup M'_i \cup M_i(c_i)) \in \llbracket \text{com}_c_i \rrbracket^P \), i.e., the pre-state, post-state, and parameters fulfil the predicate given in the operation schema \( \text{com}_c_i \). Here \( M'_i \) denotes the same model as \( M_i \) except that it provides values for primed variables, i.e., all names of the form \( v \) in the domain are replaced by \( v' \).

In section 2.3, we already defined what it means that an interpretation \( I \) satisfies a Duration Calculus formula \( F \) (\( I \models F \)). The Duration Calculus part of a CSP-OZ-DC part is a list of formulae. The interpretation satisfies the complete DC part if it satisfies every formula. An equivalent
formulation is that the interpretation satisfies the conjunction of all DC formulae of the class.

To integrate the semantics into the Z meta-language we extend the definition of $\llbracket \cdot \rrbracket^\mathcal{E}$ to CSP-OZ-DC classes as follows:

\[
M = \{ M' : \text{Model}; \mathcal{I}, \mathcal{I}' : \text{Time} \rightarrow \text{Model} \mid \\
(M, M') \in \llbracket [\text{Paragraphs}]^D \\
\forall t : \text{Time} \bullet M' \subseteq \mathcal{I}(t) \\
\mathcal{I} \models \text{CSP\_part} \\
\mathcal{I} \models \text{OZ\_part} \\
\mathcal{I} \models \text{DC\_part} \\
\forall t : \text{Time} \bullet \mathcal{I}'(t) = \text{Interface} \triangleleft \mathcal{I}(t) \}
\]

The model $M$ is the model of the environment. This model is extended according to the semantics of Paragraphs in the CSP-OZ-DC specification to a model $M'$ that provides values for constants like Min and Max in the elevator specification. Each model is then extended to a interpretation $\mathcal{I}$. For each time $t$ the model given by the interpretation $\mathcal{I}(t)$ must be an extension of the model $M'$. Furthermore, the interpretation $\mathcal{I}$ must satisfy all conditions of the CSP, OZ, and DC part of the specification. Then the interpretation $\mathcal{I}'$ is build from $\mathcal{I}$ by restricting the models to include values for the variables occurring in the interface, only. Thus, the private state variables, local channels, and constants declared in the class are removed. The semantics of the class is the set of all interpretation $\mathcal{I}'$ created according to the above procedure.

### 3.3. Parallel Composition of Systems

In CSP-OZ-DC large systems can be build from several classes. Unlike in CSP, we have only a single mechanism for parallel composition, namely conjunction. If $c_1, c_2$ are CSP-OZ-DC classes then we write $c_1 \land c_2$ to denote the parallel composition of the classes $c_1$ and $c_2$. It is similar to schema conjunction: first the interpretations $\mathcal{I}_1, \mathcal{I}_2$ of $c_1$ and $c_2$ are computed. If these interpretation agree on their common domain, i.e., if $\mathcal{I}_1(t) \cup \mathcal{I}_2(t)$ is a model, then the interpretation with $t \mapsto \mathcal{I}_1(t) \cup \mathcal{I}_2(t)$ is a valid interpretation of $c_1 \land c_2$. The exact definition is as follows:
These can be expressed by applying renaming before using conjunction. In that case, we require that at each point in time at most one event occurs. Let $\mathcal{I}$ be an interpretation of $c_1$ and let $t_1 < t_2 < \ldots$ be the sequence of points of time when such an event occurs. Let $k_1, k_2, \ldots$ denote the indices of the events $i_{k_j}$ that occur at time $t_j$. Then we define the interpretation $\mathcal{I}'$ of the renamed class as

$$
\mathcal{I}'(t)(j) = \begin{cases} 
\text{false} & \text{if } t \in [0, t_1[, \\
\text{false} & \text{if } t \in [t_{2+j}, t_{2+j+1}[,
\text{true} & \text{if } t \in [t_{2+j-1}, t_{2+j}[, \text{ and}
\end{cases}
$$

$$
\mathcal{I}'(t)(j) = \begin{cases} 
\text{arbitrary} & \text{if } t \in [0, t_1[, \\
\mathcal{I}(t)(i_{k_j}) & \text{if } t \in [t_j, t_{j+1}[.
\end{cases}
$$

Thus, the value of $\mathcal{I}'(t)(j)$ changes at each $t_j$, which is interpreted as the occurrence of the event $j$, and the value of $\mathcal{I}'(t)(j)\mathcal{B}$ equals the value $\mathcal{I}(t)(i_{k_j})\mathcal{B}$ of the last event that occurred before time $t$.

The last operator defined on CSP-OZ-DC classes is hiding, which just removes the corresponding channel variables and parameter variables from an interpretation:

$$
[c \setminus (i_1, \ldots, i_n)]\mathcal{E} M = \{ \mathcal{I} : [c]\mathcal{E} M \mid \lambda t : \text{Time} \bullet \{ i_1, \ldots, i_n, i_1\mathcal{B}, \ldots, i_n\mathcal{B} \} \triangleleft \mathcal{I}(t) \}
$$

With renaming, hiding, and conjunction we can express the remaining parallel operators of CSP: Linked parallel composition $c_1[[in \leftrightarrow out]]c_2$ can be expressed as $(c_1[x/in] \wedge c_2[x/out])\setminus(x)$ where $x$ is a fresh channel name. Interleaving $c_1 \parallel c_2$ is a special case of generalised parallel $c_1 \mathcal{B} c_2$ with an empty synchronisation alphabet. Generalised parallel can be expressed by renaming all unsynchronised channels $ch$ to unique names $ch_1$ in the first
process and \( ch_2 \) in the second process. After conjunction, they are renamed back. For example, if \( c_1 \) and \( c_2 \) use only one channel \( ch \), interleaving can be expressed as

\[
c_1 \parallel c_2 = (c_1[ch_1/ch] \land c_2[ch_2/ch])[ch/ch_1, ch/ch_2].
\]

3.4. Discussion and Related Work

3.4.1. CSPz

In this chapter we have presented a variant of CSPz that differs from Fischer’s language presented in [Fis00]. The differences are only in some details and fixes some oddities of this language. The main syntactic change is the different channel declaration and the corresponding change to the multi-prefix operator. On the semantical side we additionally presented type-checking rules and provided a new Z semantics \([P]^E\) of a CSP process \( P \) that describes the structure of a process.

Channel Types

Fischer [Fis00] has two slightly different syntactic constructs for channel declaration for CSPz and CSP-OZ. For CSPz the declaration can be of an arbitrary type, while for CSP-OZ the type of the event must be a schema type. This has a simple reason: a Z schema references its parameters by name. Therefore it is convenient if every parameter that can be communicated over a channel gets a name that can be used for Object-Z. In textbook CSP, however, the parameters are traditionally identified by their position in a tuple.

Fischer therefore demanded that interface declarations in CSP-OZ have the form

\[
\text{chan} c : [p_1 : T_1; \ldots; p_n : T_n]
\]

When translating such a declaration into CSPz the names \( p_1, \ldots, p_n \) were thrown away and the channel got a tuple type:

\[
\text{chan} c : T_1 \times \cdots \times T_n
\]

However, having a channel with two different types, one for CSP and another for Object-Z, is disturbing. It may also lead to subtile errors when
the order of the parameters is accidently swapped in two different classes. In [Fis00] the parameters are identified by their position instead of their name.

We presented in this chapter a way to work with channels having schema types. It only requires minimal syntactic changes to the multi-prefix operator to reference the parameters by name.

**Semantics of CSPz**

In [Fis00] Fischer defined the operational semantics for CSPz in parallel with the Z semantics. His definition has problems, though. For example, consider a simple recursive processes

\[
P \equiv a \rightarrow P
\]  

(3.1)

To determine the semantics of \( P \) we need to compute the semantics of the right-hand side \([a \rightarrow P]^E M_0\). The model \( M_0 \) cannot provide a value for \( P \) because its semantics has not been computed, yet. According to [Fis00] page 64, \([\cdot]^E\) is considered to be an extension of the operational semantics \([\cdot]^O\). Therefore, \([a \rightarrow P]^E M_0\) should denote the operational semantics of \( a \rightarrow P \). However, the recursive equation of \( P \) is not accessible through \( M_0 \), hence the operational semantics cannot be fully given.

We solve this by separating the Z semantics \([\cdot]^E\) from the operational semantics \([\cdot]^O\). The Z semantics of the above process \([a \rightarrow P]^E M_0\) is just an abstract syntax tree of the expression \(\text{prefix}([a]^E M_0, \text{call}(P))\). Only the value of \( a \) is further evaluated according to the underlying model \( M \). The operational model is only computed for the complete paragraphs (3.1). The labelled transition system uses the model of the complete specification. In this model the value of \( P \) is the abstract syntax tree, which suffices to give the operational semantics of \( P \) and \( a \rightarrow P \).

In [Fis00] the configurations of the labelled transition system are built from a process expression and a model \( M \). The model \( M \) is used to evaluate the variables in the event part of the prefix operator or to evaluate the parameters when another process is called. However, sometimes the operational semantics fails to evaluate the expressions. For example, consider the configuration

\[
(\Box x : 0..1 \cdot \text{if } x == 0 \text{ then } b \rightarrow \text{Stop} \text{ else } \text{Stop}, M). 
\]

The process part is of the form \( \Box e \cdot p \), for which Fischer defined the following rule in [Fis00] page 74.
∀ t : [e] E M • C(t) = (p, M ⊕ t)

(□ e • p, M) \xrightarrow{τ} □ [e] E M • C

[\[ e \] E M \neq \emptyset]

In this case, e is x : 0..1 and [x : 0..1] E is the set:

{⟨ ∥ x == 0 ∥ ⟩, ⟨ ∥ x == 1 ∥ ⟩}

The process p is if x == 0 then b \rightarrow Stop else Stop and the function C can be explicitly written as

C = {⟨ ∥ x == 0 ∥ ⟩ ↦→ (p, M ⊕ {x ↦→ 0})
     ⟨ ∥ x == 1 ∥ ⟩ ↦→ (p, M ⊕ {x ↦→ 1})}

The next rule that should be applied is

∃ t : F • C(t) \xrightarrow{a} c'

□ F • C \xrightarrow{a} c' [a \in \Sigma^\cdot]

For t = ⟨ ∥ x == 0 ∥ ⟩ this rule is only applicable if C(t) \xrightarrow{b} c' holds. However, the configuration C(t) is

(if x == 0 then b \rightarrow Stop else Stop, M ⊕ {x ↦→ 0})

and there is no rule for the if construct. Fischer assumes that this is somehow simplified to b \rightarrow Stop, since the value of x is 0 in the model. However, this is never made explicit.

With our approach the if construct is evaluated by the Z semantics as follows.

[□ x : 0..1 • if x == 0 then b \rightarrow Stop else Stop] E M

= extchoice([\lambda x : 0..1 • if x == 0 then b \rightarrow Stop else Stop] E M

= extchoice(\{0 ↦→ [if x == 0 then b \rightarrow Stop else Stop] E M ⊕ {x ↦→ 0},
     1 ↦→ [if x == 0 then b \rightarrow Stop else Stop] E M ⊕ {x ↦→ 1}\})

= extchoice(\{0 ↦→ prefix(b, Stop), 1 ↦→ Stop\}).
3.4.2. Semantics of CSP-OZ-DC

The first semantics definition of CSP-OZ-DC was given in [HO02a] and [HO02b] based on the failures-divergence semantics of CSP-OZ. It introduces a state variables $tr$ that records all communicated events. This observable directly corresponds to the traces of the trace semantics $T(P)$ of the underlying CSP process $P$. Our new approach uses a separate state variable for each event instead of the monolithic variable $tr$. Due to this alphabetised parallel $A \parallel B$ can be expressed much simpler by using conjunction, provided $A$ and $B$ is the alphabet of the underlying processes. In [HO02a], the trace variables of each individual process had to be renamed. The renamed trace variables were then combined into a new trace and hidden to the outside:

$$
\exists tr_1, tr_2 \bullet F_1[tr_1/tr] \land F_2[tr_2/tr] \\
\land [tr \in seq(A \cup B) \land tr \upharpoonright A = tr_1 \land tr \upharpoonright B = tr_2]
$$

Another difference of the semantics in [HO02a] is the inclusion of the acceptance set. Thus, it provides a richer semantics were deadlocks can be observed. Via the enable predicate the DC part could even reference the acceptance set. However, this extension has a problem because it is not considered whether the DC part allows an event. For example, in the DC formula $\neg \diamond ([P] \land \ell > 1 \uparrow \downarrow e)$, the event $e$ may not occur if state $P$ was observed for more than a second. Nonetheless this DC formula does not modify the acceptance set. Hence, a deadlock cannot always be detected. The acceptance semantics is only valid for the CSP-OZ part of a class. For future work, it may be useful to consider a failure or acceptance semantics using the operational semantics given in the next chapter, which also considers the DC part.

In [HO02a] the semantics of CSP-OZ is reused which translates the Z part into a CSP process, first. Unfortunately, this translation hides the state space from the other parts of the specification, i.e., the DC part cannot reference variables from the Z part. Our new semantics of the Z part is based on its history semantics [Smi92], which provides both, communicated events and state space. Since the CSP semantics of Object-Z was designed by Fischer to be compatible with the history semantics, our new semantics of CSP-OZ-DC is compatible to the one given in [HO02a].
3.4.3. Parallel Composition

The language CSP-OZ [Fis00] had a CSP semantics; this makes it easy to create larger systems from several processes. CSP supports several parallel operators: full interleaving, synchronisation on common alphabet, synchronisation on a given alphabet, linked parallel. Also other CSP operators like renaming, hiding, etc. are available. We have only provided a renaming and hiding operator for CSP-OZ-DC classes which corresponds to CSP renaming and hiding. Furthermore, we defined a single parallel operator \( \land \) (conjunction) which implements alphabetised parallel. However, we showed that all other parallel operators can be implemented with renaming, hiding and conjunction.

3.4.4. Related Work

CSP-OZ-DC is not the only language that combines CSP, Z, and a real-time formalism. A related language is Real-Time Object-Z (RTOZ) [SH99]. This language is based on Object-Z. It introduces a special variable \( \tau \), that can be used in operations. Unlike operations in CSP-OZ-DC, operations in RTOZ take time. The start time of an operation is given by \( \tau \), the end time by the post state \( \tau' \). Hence, the maximum execution time can be specified by adding the formula \( \tau' - \tau < max \) to the schema.

Furthermore, formulae in an interval logic can be used to restrict the timing behaviour. For example, the formula

\[
\langle \delta \geq 10 \rangle \subseteq \langle \text{true} \rangle ; \langle \text{SendData} \rangle ; \langle \text{true} \rangle
\]

given in [Smi02] demands that in any interval of 10 time units the operation SendData needs to be executed at least once. It is equivalent to the DC formula

\[
\ell \geq 10 \Rightarrow \text{true} \land \text{SendData} \land \text{true},
\]

and thus to the counterexample formula \( \neg \Diamond (\ell \geq 10 \land \Box \text{SendData}) \). In [Smi02] a CSP semantics for RTOZ is given. This allows Smith to define semantics for parallel classes using CSP parallel operators.

In RTOZ the timing behaviour is not strictly separated from the logical behaviour: it can be either given by restricting the values of \( \tau \) and \( \tau' \) in the state schema, or by using the interval logic. In our logic the timing behaviour is kept strictly separated. Moreover, the interval logic used in RTOZ is designed from the scratch instead of using the well-researched
language DC. No decidability results and no tool support exist for this lan-
guage. In [Smi02], CSP is used only to build larger systems from multiple
classes. It cannot be used to specify the order in which operations may be
invoked. For this, the interval logic has to be used, which is not suited for
this purpose.

A different approach is the combination of Timed CSP [DS95] and Z. The
languages TCOZ [MD98] and RT-Z [Süh02] follow this approach. Timed
CSP is similar to CSP but introduces a new operator timeout, denoted
by $P \triangleright \{d\} Q$. This process behaves like $P$ if $P$ performs a visible event
within $d$ seconds. Otherwise, it waits for $d$ time units and behaves as $Q$
afterwards. Thus, $STOP \triangleright \{d\} Q$ waits for $d$ time units and behaves as $Q$
afterwards. In the process $a \rightarrow P \triangleright \{d\} STOP$ either the event $a$ occurs
within $d$ time units or the system will end in a deadlock. It is not possible
to state that the event $a$ must occur after $d$ time units. To denote the
operational semantics of Timed CSP, there is a new kind of transition $\sim_d$
for the passage of time. Also the timing behaviour is closely integrated
into the CSP specification. In CSP-OZ-DC the timing behaviour is kept
in a separate part of the class.

The language RT-Z [Süh99, Süh02] is a combination of Timed CSP and
Z. It uses a different syntax but the components are similar to CSP-OZ-DC:
A specification unit has an interface declaring CSP channels of some type.
It has a behaviour that corresponds to the CSP part in CSP-OZ-DC. The
only difference is the usage of Timed CSP instead of CSPz. The state is
defined as Z schema, there is an init schema and some operation schemas.
A difference in RT-Z is that operation schemas can only be referenced
by the CSP process in the behaviour part. They cannot be part of the
exported interface as they are in CSP-OZ-DC.

TCOZ [MD98, MD99b, MD99a] is a combination of Timed CSP and
Object-Z. In this language, communication, data and time are not sepa-
rated. Instead the syntax for CSP is extended by Z operations. A Z
operation is interpreted as a CSP process that changes the state space and
terminates.
4. Phase Event Automata

Fischer gives the semantics for CSP-OZ in CSPz, which has an operational semantics in form of a labelled transition system. The advantage of this approach is the easy integration into the model checker FDR. There is a simple transformation for a subset of CSPz (with finite domains) into CSP\textsubscript{M}, the language of FDR. For CSP\textsubscript{M} the transition system semantics can be computed using FDR. However, when adding real-time behaviour a different model checker is needed, because FDR cannot handle real-time issues.

For checking real-time systems, timed automata are commonly used as modelling language. They were introduced by Alur and Dill [AD94]. A timed automaton is a Büchi automaton extended with clock variables. These variables can be used to measure time and force some action to occur within certain time bounds.

Our first approach for model checking CSP-OZ-DC was the following. First the CSP-OZ part of the specification is translated to CSP\textsubscript{M}. This is used as input language for the FDR model checker. FDR can produce a finite automaton, provided that the CSP-OZ class only uses finite data types. This automaton is interpreted as timed automaton that allows arbitrary timing behaviour. In the last step the DC part is added to this automaton. For each formula certain annotations are added to the automaton to assure that the timing restrictions are met.
The approach has several disadvantages. In the resulting automaton there is no separation of the behavioural, data, and timing part, anymore. They are intermixed into a single large automaton. It is not possible to check several separated classes that run in parallel. This is because the synchronisation in off-the-shelf timed automata model checker, e.g., Uppaal, use a different type of synchronisation. Furthermore, in the finite automaton FDR produces, the data part is not visible anymore. Therefore it is not possible to use DC formulae that reference variables from the Z part.

To build systems from several small automata, a parallel composition is needed that matches the parallel operator of CSP-OZ-DC. In the model of Alur and Dill the parallel components are synchronised over common events. Each component has an alphabet and every event that occurs in both alphabets must occur synchronously. This behaviour matches the alphabetised parallel operator $A \parallel B$ of CSP, which is used to synchronise the CSP and the Z part of a specification. However, these automata do not define variables that are necessary to model the Z part and to synchronise the Z part with the Duration Calculus part.

To overcome these difficulties, a new automaton model is helpful. The automata have to meet the following requirements. First, the synchronisation of events has to match the CSP synchronisation over a common alphabet. Second, the data variables should be visible. Last, the parallel composition should be semantically equivalent to conjunction in Duration Calculus. The first requirement is needed to build larger systems as separate automata running in parallel. It is also needed to synchronise the CSP and Z part with the semantics given in the previous chapter. The second requirement is necessary to let the DC part reference variables from the Z part. The last requirement makes it possible to translate the DC formulae into separate automata that run in parallel and supervise the timing behaviour.

In this chapter this new kind of automaton, called phase event automaton, is presented. Phase event automata have a built-in notion of state assertions and events. To support the real-time behaviour, the concepts of clocks from the timed automata model [AD94] are used. An operational semantics for the automaton model is given, which is a prerequisite to develop a model checking algorithm.

Figure 4.1 gives an example for a phase event automaton. It models the behaviour of a simple watchdog that observes a boolean variable danger. If this variable is true, the watchdog must issue an event alarm after at most
two seconds. If the variable $\text{danger}$ is reset to false within two seconds, the alarm does not have to occur.

The automaton has three locations each labelled with a state invariant (in this case either $\text{danger}$ or $\neg \text{danger}$). As long as the automaton is in a certain location, its state invariant has to hold. Transitions can be labelled with guards. If the guard is omitted, the edge is always enabled. The automaton has two initial locations $p_0$ and $p_1$. If the initial value of the variable $\text{danger}$ is false, it will start in $p_0$ otherwise in $p_1$. When the variable $\text{danger}$ changes from false to true, the automaton has to leave location $p_0$ and enter location $p_1$. Taking this transition it resets the clock variable $c$ to zero. This clock variable now measures the time the automaton stays in location $p_1$. Due to the state invariant $p_1$ cannot be active for more than two seconds, so one of the outgoing transitions has to be taken. The first edge allows to go back to $p_0$ if the variable $\text{danger}$ is reset to false. The second edge forces the event $\text{alarm}$ to occur and switches to $p_2$.

Each location needs a loop transition that can be taken if nothing relevant to the automaton changes. This loop edge allows an automaton to perform stuttering steps. Stuttering steps help to simplify the definition of the parallel composition. In our parallel composition only synchronous steps are allowed but automata that do not participate in this step can do a stuttering step. This loop edge can also be labelled by events that must not occur while the automaton is in a certain location. For example, the location $p_1$ must be left if the $\text{alarm}$ event occurs because the loop edge forbids this event.

4.1. Prerequisites

As shown in Figure 4.1, the nodes and edges of the automaton can be labelled by formulae. For a set of variables $V$ we denote with $\mathcal{L}(V)$ the language of predicates referencing only variables in $V$. We assume that the variables are declared as $\mathcal{Z}$ variables in a global context. The language used for these constraints is a subset of the language of $\mathcal{Z}$ predicates. This subset has to be chosen to meet two opposing constraints. On the one hand, it must be expressive enough so that specifications with complex data type can be translated. On the other hand, the subset should permit automatic verification and model checking.

Like the metalanguage of $\mathcal{Z}$ we use mappings from a subset of variable
names $NAME$ to the universe of data values $\mathbb{W}$. These mappings are called valuations, as they give values to variable names. For a valuation $\beta$ and a formula $g$, we write $\beta \models g$ to denote that $g$ holds for the valuation $\beta$. In terms of the $Z$ metalanguage this is denoted by $\beta \in \llbracket g \rrbracket^P$, which states that $\beta$ is a model for the formula $g$. If we have multiple valuations $\beta_1, \beta_2$ for distinct sets of variables, we use the notation $\beta_1, \beta_2 \models g$ to denote that $g$ holds for the combined valuation $\beta_1 \cup \beta_2$.

To denote the change of the state, we use unprimed and primed variables to denote the pre- and post-state of a transition, respectively. The same mechanism is used for operations in Object-Z. If we have a valuation $\beta$ for a set of unprimed variables, we denote with $\beta'$ the valuation for primed variables, where $\beta'(v') = \beta(v)$ for each variable $v$ in the domain of $\beta$.

For specifying real-time behaviour, we use the notion of clock variables, clock constraints and clock valuation following Alur and Dill [AD94]: A clock variable stores values of type $\text{Time}$, in our case continuous time $\text{Time} = \mathbb{R}^+$. The value of clock variables automatically increases as time passes. They can be explicitly reset to zero by taking transitions and then are measuring the time passed since this transition.

The sublanguage $\mathcal{L}(C)$ for clock variables should allow the basic predicates known from timed automata. The atoms are comparisons of a clock variable against a rational number. These atoms may be joined by arbitrary boolean operators to build formulae.

For state invariants we require a different more restricted set of clock constraints, named convex clock constraints. These only allow conjunction
of atoms of the form \( c \leq T \), where \( c \) is a clock variable and \( T \) a rational number. Convex clock constraints have the following useful property: if they hold at a certain moment they also hold for all earlier moments unless the clocks involved were reset.

**Definition 4.1.** For a set \( C \) of clock variables, the set \( \mathcal{L}(C) \) of *clock constraints* \( \delta \) is defined by the following grammar:

\[
\delta ::= c \leq T \mid c < T \mid \neg \delta \mid \delta \land \delta
\]

where \( c \in C \) is a clock and \( T \in \mathbb{Q}^+ \) (the positive rational numbers) is a constant.

The set \( \mathcal{L}^c(C) \) of *convex clock constraints* \( \delta^c \) are defined by the following grammar

\[
\delta^c ::= c \leq T \mid c < T \mid \delta^c \land \delta^c
\]

A *clock valuation* \( \gamma \) for a set \( C \) of clocks is a function \( \gamma : C \rightarrow \text{Time} \) that assigns to each clock a non-negative real value. For each \( t \in \text{Time} \), \( \gamma + t \) denotes the clock valuation where each clock is increased by \( t \), i.e. \((\gamma + t)(c) = \gamma(c) + t\). For a set \( X \subseteq C \), \( \gamma[X := 0] \) denotes the clock valuation where each clock in \( X \) is reset to zero while the values of the other clocks remain unchanged.

If for the valuation \( \gamma \) the clock constraint \( \delta \) holds, we say that \( \gamma \) *satisfies* \( \delta \), denoted by \( \gamma \models \delta \).

When an automaton enters a location, we demand that it stays there for some positive time. If the invariant forces it to leave the location immediately, there is a contradiction. Therefore, we only allow entering locations if the invariant still holds after a short positive duration. To express this condition we define an operator *strict*. This operator builds for a convex clock constraints (the clock invariant) the corresponding strict constraint: every \( \leq \)-operator is replaced by an \( < \)-operator. It can be defined inductively as follows:

\[
\begin{array}{c}
\text{strict} : \mathcal{L}^c(C) \rightarrow \mathcal{L}^c(C) \\
\forall c : C; \ T : \mathbb{Q}^+; \ \delta_1, \delta_2 : \mathcal{L}^c(C) \bullet \\
\text{strict}(c \leq T) = (c < T) \\
\land \text{strict}(c < T) = (c < T) \\
\land \text{strict}(\delta_1 \land \delta_2) = (\text{strict}(\delta_1) \land \text{strict}(\delta_2))
\end{array}
\]
The following lemma proves some useful properties of convex clock constraints.

**Lemma 4.2.** If $\delta \in \mathcal{L}^c(C)$ is a convex clock constraint then for all clock valuations $\gamma$, all $t > 0$ and all $t' \geq 0$ the following holds:

$$
\gamma + t \models \delta \implies \gamma \models \text{strict}(\delta), \quad (4.1)
$$

$$
\gamma \models \text{strict}(\delta) \implies \gamma \models \delta, \quad (4.2)
$$

$$
t' < t \land \gamma + t \models \delta \implies \gamma + t' \models \text{strict}(\delta). \quad (4.3)
$$

**Proof.** The first two formulae are easily shown by induction over the structure of $\delta$. The last formula follows from (4.1):

$$
\gamma + t' + (t - t') \models \delta \implies \gamma + t' \models \text{strict}(\delta).
$$

\qed

### 4.2. Syntax of Phase Event Automata

In this section we give the definition and intuitive semantics for phase event automata. We also define the mentioned parallel composition operator.

**Definition 4.3.** A *phase event automaton* $\mathcal{A} = (P, V, A, C, E, s, I, E_0)$ consists of the following components:

- **$P$:** a set of *locations* (*phases*).
- **$V \subseteq NAME$:** a set of typed *state variables*.
- **$A \subseteq NAME$:** a set of boolean *event variables*.
- **$C$:** a finite set of real-valued *clocks*.
- **$E \subseteq P \times \mathcal{L}(V \cup A \cup C \cup V') \times \mathbb{P}(C) \times P$:** a set of *edges*. An element $(p, g, X, p')$ represents an edge from $p$ to $p'$. The current valuation of state and clock variables and events must satisfy the guard $g$. All clocks in $X$ are reset after the transition.
- **$s : P \rightarrow \mathcal{L}(V)$:** a labelling function that associates each location with a *state invariant* that must hold while this location is active.
4.2. Syntax of Phase Event Automata

• $I : P \rightarrow \mathcal{L}^c(\text{Clocks})$: a function assigning to each location a clock invariant.

• $E_0 \subseteq \mathcal{L}(V) \times P$: a set of initial edges. An element $(g, p)$ allows the automaton to start in $p$ if the state predicate $g$ holds.

Intuitively, the automaton starts by taking an initial edge $(g, p) \in E_0$. Both formulae $g$ and $s(p)$ hold for the initial values of the variables. All clocks are initially set to zero and are then accumulating the time that passed since they were last reset. Whenever a variable changes or an event occurs, the automaton has to take some edge $(p, g, X, p') \in E$ from the current location $p$. The guard $g$ must hold for the current valuation of the clocks, the previous and the new values of the state variables, and for the events that occur. Furthermore, the state and clock variables satisfy the invariants of the new location $s(p')$ and $\text{strict}(I(p'))$. The automaton switches to the new location $p'$ and resets all clocks in $X$ to zero. Each edge is taken instantaneously; however, after taking an edge there must be some delay before taking the next edge. This is necessary because there is no super-step semantics in Duration Calculus. During this non-zero delay the new location is active and the clocks are increased accordingly. Of course, the delay has to ensure that the clock invariant $I(p)$ remains satisfied. Since the clock invariant holds strictly when entering a location, there is always a non-zero delay that keeps the invariant satisfied.

It is convenient to let the automaton do steps at any time without changing the current location if the valuations of the state variables do not change and no event that is relevant for this automaton occurs. Lamport calls this behaviour stuttering [Lam83], because nothing relevant for this automaton changes. These stuttering steps are useful when running several automata in parallel. Parallel automata should be able to do steps either independently or synchronously, which complicates the definition of parallel composition. However, if every automaton is stuttering invariant, i.e., it can make a stuttering step at any time, parallel composition can be defined with synchronous steps only.

Therefore all automata should be stuttering invariant in the following sense: Every location has a loop edge, whose guard is satisfied if no global variable in $V$ changes, no event in $A$ occurs, and the invariant of the location is satisfied. If the location has a clock invariant, the guard of the loop edge only needs to hold if the clock invariant is strictly satisfied.
Definition 4.4. An automaton \( A \) is stuttering invariant, if for each location \( p \in P \) there is an stuttering edge \((p, g, \emptyset, p) \in E\), with

\[
(\forall x : V \cdot x = x') \land (\forall e : A \cdot \neg e) \land s(p) \land \text{strict}(I(p)) \Rightarrow g.
\]

For parallel composition of automata we can assume that all automata run synchronously. All automata that are not interested in a computation step do a stuttering step. The automata synchronise over both events and global variables. A global variable may only be changed if all automata agree or do not care about that variable. Likewise an event may only occur if all automata allow it. For two parallel automata the product automaton can be constructed as follows.

Definition 4.5. The parallel composition of two automata \( A_1 \) and \( A_2 \), \( A_i = (P_i, V_i, A_i, C_i, E_i, s_i, I_i, E_{0,i}) \), is the product automaton

\[
A = (P, V, A, C, E, s, I, E_0)
\]
defined as follows:

- \( P := \{p_1 : P_1; p_2 : P_2 | s(p_1) \land s(p_2) \not\Rightarrow \text{false} \cdot (p_1, p_2)\} \). The set of locations \( P \) is the cross product of \( P_1, P_2 \) where the locations having a combined state invariant equivalent to false are removed.

- \( V := V_1 \cup V_2 \) and \( A := A_1 \cup A_2 \).

- \( C := C_1 \cup C_2 \). The clock set is the disjoint union of \( C_1 \) and \( C_2 \); clocks that appear in both sets need to be renamed.

- The edges \( E \) are the tuples \(((p_1, p_2), g_1 \land g_2, X_1 \cup X_2, (p'_1, p'_2))\) for each pair of edges \((p_i, g_i, X_i, p'_i) \in E_i, i = 1, 2\). Edges with \( g_1 \land g_2 \) equivalent to \( \text{false} \) can be removed.

- \( s(p_1, p_2) = s_1(p_1) \land s_2(p_2) \) The state invariant for a location of \( A \) is the conjunction of the state invariants of the corresponding locations of \( A_1 \) and \( A_2 \).

- \( I(p_1, p_2) = I_1(p_1) \land I_2(p_2) \) Likewise the clock invariant is the conjunction of the corresponding clock invariants of \( A_1 \) and \( A_2 \).

- The set of initial edges \( E_0 \) consists of tuples \((g_1 \land g_2, (p_1, p_2))\) for each pair of initial edges \((g_i, p_i) \in E_{0,i}\).
4.3. Operational Semantics

When abstracting from the names of the locations $P$, the product automaton $A_1 \parallel A_2$ is equivalent to $A_2 \parallel A_1$ because the above definition is symmetric. Likewise the parallel composition is associative, i.e., $(A_1 \parallel A_2) \parallel A_3$ is equivalent to $A_1 \parallel (A_2 \parallel A_3)$. Moreover, stuttering invariance is preserved under parallel composition:

**Lemma 4.6.** The parallel product $A_1 \parallel A_2$ of two stuttering invariant automata $A_1, A_2$ is also stuttering invariant.

**Proof.** For each location $(p_1, p_2) \in P$ there are edges $(p_i, g_i, \emptyset, p_i) \in E_i$ for $i = 1, 2$ with

$$(\forall x : V_i \bullet x = x') \land (\forall e : A_i \bullet \neg e) \land s(p_i) \land \text{strict}(I(p_i)) \Rightarrow g_i$$

Therefore $A_1 \parallel A_2$ contains the stuttering edge $((p_1, p_2), g_1 \land g_2, \emptyset, (p_1, p_2))$ and

$$(\forall x : V \bullet x = x') \land (\forall e : A \bullet \neg e) \land s(p_1, p_2) \land \text{strict}(I(p_1, p_2)) \Rightarrow g_1 \land g_2.$$ 

This proves that $A_1 \parallel A_2$ is stuttering invariant. $\square$

### 4.3. Operational Semantics

The operational semantics is defined in terms of runs, which are sequences of configurations. A configuration describes the state of the automaton and its environment, i.e., values of clocks, variables, events, and the current location. The configurations of an automaton $A = (P, V, A, C, E, s, I, E_0)$ are formally defined as

$$\text{PEAConfig} = P \times \mathbb{P} A \times \text{Val}(V) \times \text{Val}(C) \times \text{Time}.$$ 

A configuration $(p, Y, \beta, \gamma, t) \in \text{PEAConfig}$ describes an interval of duration $t$ where the automaton is in location $p$, $Y$ is the set of events occurring at the beginning of the interval, the valuations of the variables in $V$ are given by $\beta$ and the valuations of the clocks at the beginning of the interval are given by $\gamma$. No events occur during the interval.

**Definition 4.7.** A run is a finite sequence of configurations

$$\langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n) \rangle \in \text{seq PEAConfig}$$

that satisfies the following conditions:
1. $Y_1 = \emptyset$,
2. $\beta_1 \models g$ for some initial edge $(g, p_1) \in E_0$,
3. $\gamma_1(c) = 0$ for all $c \in C$,
4. $t_i > 0$ for all $i \in 1..n$,
5. $\beta_i \models s(p_i)$ for all $i \in 1..n$,
6. $\gamma_i + t_i \models I(p_i)$ for all $i \in 1..n$,
7. For all $i \in 1..(n - 1)$ there is an edge $(p_i, g, X, p_{i+1})$ with
   \[
   \beta_i, \beta_{i+1}, \gamma_i + t_i, Y_{i+1} \models g \text{ and } \gamma_{i+1} = (\gamma_i + t_i)[X := 0].
   \]

We require $Y_1 = \emptyset$ because our definition of $\downarrow e$ in section 2.3.5 does not allow an event to occur at time zero. Furthermore, we require $t_i > 0$ for all $i$, i.e., the automaton stays in each location for some non-zero time. Because the invariant needs to hold at the end of the interval, it must hold strictly at the beginning of the interval by lemma 4.2, i.e., $\gamma_i \models \text{strict}(I(p_i))$.

The set of runs of a parallel product is the intersection of the set of runs of the component automata. This allows compositional reasoning. If the runs of one component satisfy a safety property, the runs of the complete system also do.

**Lemma 4.8.** A run $= \langle((p_{1,1}, p_{1,2}), Y_1, \beta_1, \gamma_1, t_1), \ldots \rangle$ is a run of $A_1 || A_2$ if and only if each of its projections

\[
\text{run}_j = \langle(p_{1,j}, A_j \cap Y_1, V_j < \beta_1, C_j < \gamma_1, t_1), \ldots \rangle
\]

is a run of $A_j$ for $j = 1$ and $j = 2$.

**Proof.** Let $A_j = (P_j, V_j, A_j, C_j, E_j, s_j, E_{0,j})$ and

\[
A_1 || A_2 = (P, V, A, C, E, s, I, E_0).
\]

First we show that $\text{run}_j$ is a run of $A_j$ for $j = 1, 2$ if $\text{run}$ is a run of $A_1 || A_2$. We check the seven conditions of definition 4.7 for the projections $\text{run}_j$. From $Y_1 = \emptyset$, we get $A_j \cap Y_1 = \emptyset$ for $j = 1, 2$. In $A_1 || A_2$, we have $\beta_0 \models g$ for some initial edge $(g, (p_{0,1}, p_{0,2})) \in E_0$. From the definition of parallel composition follows that $g = g_1 \land g_2$ with $(g_j, p_{0,j}) \in E_{0,j}$ for
Then, $\beta_0 \models g_j$ for $j = 1, 2$ and since $g_j$ can only reference variables from $V_j$, also $(V_j < \beta_0) \models g_j$. From $\gamma_1(c) = 0$ for all $c \in C$, we have $C_j < \gamma_1(c) = \gamma_1(c) = 0$ for all $c \in C_j$. Also $t_i > 0$ for all $i \in 1..n$, since run was a valid run. The state invariants of the locations in $A_1 \parallel A_2$ hold, so we have $\beta_i \models s(p_{i,1}, p_{i,2}) = s(p_{i,1}) \land s(p_{i,2})$ and therefore $(V_j < \beta_i) \models s(p_{i,j})$ for $j = 1, 2$. Similarly, for the clock invariants.

For all $i \in 1..(n-1)$ there is an edge $((p_{i,1}, p_{i,2}), g, X, (p_{i+1,1}, p_{i+1,2})) \in E$. By definition of $E$ we have edges $(p_{i,j}, g_j, X_j, p_{i+1,j}) \in E_j$ for $j = 1, 2$ and $g = g_1 \land g_2$, $X = X_1 \cup X_2$. Because $X_j \subseteq C_j$ and $C_1$ and $C_2$ are disjoint we have $X_j = X \cap C_j$. From $\beta_i, \beta_{i+1}, \gamma_i + t_i, Y_{i+1} \models g = g_1 \land g_2$ we have that $V_j < \beta_i, (V_j < \beta_{i+1})', C_j < \gamma_i + t_i, A_j \cap Y_{i+1} \models g_j$. Also $C_j < \gamma_{i+1} = C_j < ((\gamma_i + t_i)[X := 0]) = ((C_j < \gamma_i) + t_i)[X \cap C_j := 0] = ((C_j < \gamma_i + t_i)[X_j := 0]$. Therefore run$_j$ is a run of $A_j$ for $j = 1, 2$.

Now suppose run$_j$ is a run of $A_j$ for $j = 1, 2$. From $A_j \cap Y_1 = \emptyset$ for $j = 1, 2$, we have $Y_1 = \emptyset$. There are two initial edges $(g_j, p_{1,j}) \in E_0$ with $V_j < \beta \models g_j$. Therefore $\beta \models g_1 \land g_2$ and $(g_1 \land g_2, (p_{i,1}, p_{i,2}))$ is an initial edge of $A_1 \parallel A_2$. From $C_j < \gamma_1(c) = 0$ for all $c \in C_j, j = 1, 2$ we have $\gamma_1(c) = 0$ for all $c \in C = C_1 \cup C_2$. From $V_j < \beta_i \models s(p_{i,j})$ we can deduce $\beta_i \models s(p_{i,1}) \land s(p_{i,2}) = s((p_{i,1}, p_{i,2}))$. Similarly, for the clock invariant $I((p_{i,1}, p_{i,2}))$. For all $i \in 1..n - 1$ there are two edge $(p_{i,j}, g_j, X_j, p_{i+1,j}) \in E_j$ for $j = 1, 2$ with

$$V_j < \beta_i, V_j < \beta_{i+1}', (C_j < \gamma_i) + t_i, A_j \cap Y_i \models g_j$$

and $C_j < \gamma_{i+1} = ((C_j < \gamma_i) + t_i)[X_j := 0]$. So there is an edge $((p_{i,1}, p_{i,2}), g_1 \land g_2, X_1 \cup X_2, (p_{i+1,1}, p_{i+1,2})) \in E$. Since $C_1$ and $C_2$ are disjoint, we have $\gamma_i + t_i = ((C_1 < \gamma_i) + t_i) \cup ((C_2 < \gamma_i) + t_i)$ and $\gamma_i + t_i[X_1 \cup X_2 := 0] = ((C_1 < \gamma_i) + t_i)[X_1 := 0] \cup ((C_2 < \gamma_i) + t_i)[X_2 := 0]$. Hence,

$$\beta_i, \beta_{i+1}', \gamma_i + t_i, Y_i \models g_1 \land g_2 \text{ and } \gamma_{i+1} = (\gamma_i + t_i)[X_1 \cup X_2 := 0].$$

\[\square\]

If we have two runs run$_1$ and run$_2$ of different automata that are supposed to run in parallel, it is useful to insert “stuttering” steps into each run until the steps are synchronous. The following lemma shows that inserting stuttering steps is possible.

**Definition 4.9.** A run run' is a stuttering extension of run if it emerges from run by inserting a finite number of stuttering steps, i.e., replacing a
step \((p_i, Y_i, \beta_i, \gamma_i, t_i)\) by two steps \((p_i, Y_i, \beta_i, \gamma_i, t), (p_i, \emptyset, \beta_i, \gamma_i + t, t_i - t)\), for some \(t\) with \(0 < t < t_i\).

**Lemma 4.10.** If \(A\) is a stuttering invariant automaton and \(run'\) a stuttering extension of \(run\), then \(run\) is a run of \(A\) if and only if \(run'\) is a run of \(A\).

**Proof.** If \(run'\) is a run of \(A\), deleting a stuttering step from \(run'\) produces another run of \(A\). Deleting a stuttering step means replacing two configurations \((p, Y, \beta, \gamma, t_1), (p, \emptyset, \beta, \gamma + t_1, t_2)\) by a single configuration \((p, Y, \beta, \gamma, t_1 + t_2)\). The new run has only fewer conditions in definition 4.7 that have to hold. By deleting a finite number of stuttering steps we arrive at \(run\), so this is also a run of \(A\).

For the other direction we need to show that inserting one stuttering step into \(run\) produces a new run of \(A\). So assume that \(run'\) is derived from \(run\) by inserting a single stuttering step:

\[
run' = \langle \ldots, (p_i, Y_i, \beta_i, \gamma_i, t), (p_i, \emptyset, \beta_i, \gamma_i + t, t_i - t), \ldots \rangle \text{ with } 0 < t < t_i
\]

Almost all conditions for \(run'\) of definition 4.7 are the same as those for \(run\), because \(\gamma_i + t + (t_i - t) = \gamma_i + t_i\). Only the following new conditions need to be shown:

\[
t > 0 \text{ and } t_i - t > 0 \tag{4.4}
\]
\[
\gamma_i + t \models I(p) \tag{4.5}
\]
\[
\beta_i, \beta_i', \gamma_i + t, \emptyset \models g \text{ and } \gamma_i + t = (\gamma_i + t)[X := 0] \tag{4.6}
\]

for some edge \((p_i, g, X, p_i) \in E\).

From \(0 < t < t_i\), (4.4) follows immediately. Formula (4.5) follows from \(\gamma_i + t \models I(p)\) and lemma 4.2. In fact the lemma gives us even \(\gamma_i + t \models \text{strict}(I(p))\).

Finally, we need to show that there is some edge \((p_i, g, X, p_i) \in E\) satisfying (4.6). From \(\beta_i \models s(p_i)\) and \(\gamma_i + t \models \text{strict}(I(p_i))\), we can deduce that for the stuttering edge \((p_i, g, \emptyset, p_i)\) the last condition \(\beta_i, \beta_i', \gamma_i + t, \emptyset \models g\) holds.

To compare phase event automaton with Duration Calculus formulae, we can relate runs with DC interpretations.
Definition 4.11. A run
\[
((p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots (p_n, Y_n, \beta_n, \gamma_n, t_n))
\]
matches an interpretation \(\mathcal{I}\), if and only if:

1. \(\mathcal{I}(v)(t) = \beta_i(v)\) for \(v \in V, i \in 1..n\), and almost all \(t \in Int_i\),
2. \(\mathcal{I}(e)(t) = \mathcal{I}(e)(t')\) for \(e \in A, i \in 1..n\), and almost all \(t, t' \in Int_i\)
3. \(\mathcal{I}(e)(t) = (\text{if } e \in Y_i \text{ then } \neg \mathcal{I}(e)(t') \text{ else } \mathcal{I}(e)(t'))\)
   for all \(e \in A, i \in 2..n\), and almost all \(t' \in \text{Int}_{i-1}, t \in \text{Int}_i\).

Here \(\text{Int}_i := [\sum_{j=1}^{i-1} t_j, \sum_{j=1}^i t_j]\) denotes the interval corresponding to the
\(i\)-th entry of the run.

The first condition asserts that \(\mathcal{I}\) and \(\beta_i\) coincide for all observables \(v\) and
almost all points \(t\) in the time interval to which \(\beta_i\) belongs. The second condi-
tion asserts, that an observable associated with an event \(e\) does not change during some time interval; its valuation may only change between two intervals and it must do so according to the third condition, i.e., it may only change if and only if it is in the corresponding event set \(Y_i+1\).

Lemma 4.12. For any run of an automaton \(A\) there is an interpretation \(\mathcal{I}\) such that the run matches \(\mathcal{I}\).

Proof. Given a run \(\text{run} = ((p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots)\) define \(\mathcal{I}(v)(t) = \beta_i\) for all \(t \in [\sum_{j=1}^{i-1} t_j, \sum_{j=1}^i t_j]\). Furthermore, define \(\mathcal{I}(e)(t) = \text{false}\) for \(t \in [0, t_1]\) and \(\mathcal{I}(e)(t) = \text{if } e \in Y_i \text{ then } \neg \mathcal{I}(e)(\sum_{j=1}^{i-1} t_j) \text{ else } \mathcal{I}(e)(\sum_{j=1}^{i-1} t_j)\)
for \(t \in [\sum_{j=1}^i t_j, \sum_{j=1}^{i+1} t_j]\). This defines \(\mathcal{I}\) for every \(v \in V\) and \(e \in A\) and every \(t \in [0, \sum_{j=1}^{\#r} t_j]\). It is easy to see that all conditions of definition 4.11 are satisfied. The value of \(\mathcal{I}\) for \(t > \sum_{j=1}^{\#r} t_j\) can be defined arbitrarily. \(\square\)

However, for some interpretation \(\mathcal{I}\) there is not always a matching run of \(A\). We can define the accepted language of an automaton as the set of interpretations that have a matching run.

Definition 4.13. An automaton \(A\) accepts an interpretation \(\mathcal{I}\) for duration \(T\) \((\mathcal{I}, [0, T] \models A)\), if there is a run of \(A\),
\[
\text{run} = ((p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n))
\]
with duration $T = \sum_{i=0}^{n} t_i$ and $I$ matches run. An automaton accepts $I$ completely, if there is an infinite sequence

$$\text{run}_\infty = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots \rangle$$

that is non-Zeno, i.e., $\sum_{i=0}^{\infty} t_i = \infty$, such that each finite prefix of $\text{run}_\infty$ matches $I$ and is a run of $A$.

The following lemma relates parallel composition of phase event automata to conjunction in Duration Calculus. This is an important property of phase event automata. It allows to translate the DC formulae of a CSP-OZ-DC specification separately into phase event automata and combine the automata by parallel composition. The lemma states that the parallel product of two automata accepts an interpretation if and only if both automata accept the interpretation.

**Lemma 4.14.** The product automaton $A_1 || A_2$ of two stuttering invariant automata $A_1$ and $A_2$ accepts an interpretation $I$ for duration $T$ if and only if each component $A_i$ accepts $I$ for duration $T$:

$$I, [0, T] \models A_1 || A_2 \iff I, [0, T] \models A_1 \quad \text{and} \quad I, [0, T] \models A_2$$

**Proof.** If $A_1 || A_2$ accepts $I$ for duration $T$, there is a run

$$\text{run} = \langle ((p_{1,1}, p_{1,2}), Y_1, \beta_1, \gamma_1, t_1), \ldots \rangle$$

of $A_1 || A_2$ with duration $T$ that matches $I$. By lemma 4.8, the projection $\langle (p_{1,j}, A_j \cap Y_1, V_j \triangleleft \beta_1, C_j \triangleleft \gamma_1, t_1), \ldots \rangle$ is a run of $A_j$ ($j = 1, 2$). Obviously, $I$ also matches these projections.

For the other direction assume $I$ matches $\text{run}_1$ of $A_1$ and $\text{run}_2$ of $A_2$, both of duration $T$. Without loss of generality one can assume that the phase durations $t_i$ in both runs are identical: Otherwise, one can insert stuttering steps into both runs until this is the case. So we have:

$$\text{run}_1 = \langle ((p_1^{(1)}, Y_1^{(1)}, \beta_1^{(1)}, \gamma_1^{(1)}, t_1), \ldots \rangle$$

$$\text{run}_2 = \langle ((p_1^{(2)}, Y_1^{(2)}, \beta_1^{(2)}, \gamma_1^{(2)}, t_1), \ldots \rangle$$

Since $I$ matches both runs, the state valuations $\beta_i^{(j)}$ and the event sets $Y_i^{(j)}$ coincide on their common variables. So the valuation $\beta_i = \beta_i^{(1)} \cup \beta_i^{(2)}$ is well defined and $V_j \triangleleft \beta_i = \beta_i^{(j)}$. Likewise for $Y_i = Y_i^{(1)} \cup Y_i^{(2)}$ we
have $Y_i^{(j)} = A_j \cap Y_i$. Since the clock variables of $A_1$ and $A_2$ are disjoint, $\gamma_i = \gamma_i^{(1)} \cup \gamma_i^{(2)}$ is also well defined. By lemma 4.8

$$\text{run} = (((p_1^{(1)}, p_1^{(2)}), Y_1, \beta_1, \gamma_1, t_1), \ldots)$$

is a run of $A_1 \| A_2$ of duration $T$ and $I$ matches run. So $I, [0, T] \models A_1 \| A_2$

□

The last lemma has some important consequences. For example, if for some component of a large system all accepted interpretations satisfy a formula $F$, the interpretations of the complete system also satisfy the formula $F$. Thus, for a large system it suffices showing that some component ensures a property. This property will hold for the complete system.

### 4.4. Automata and Formulae

A phase event automaton can be used to implement a Duration Calculus formula. The semantics of a formula is given by the set of interpretations for which it holds. Likewise an automaton $A$ is related to the set of interpretations $I$ which it accepts ($I \models A$). If these sets of interpretations coincide then $A$ implements the formula.

**Definition 4.15.** A phase event automaton $A$ implements a Duration Calculus formula $F$ (denoted by $A \models F$), if for all interpretations $I$ the following equivalence holds:

$$I \models A \iff I \models F.$$

**Example 4.16.** The following watchdog automaton $A_w$ (c.f. figure 4.1)
implements the formula

\[ F_w = \neg (((\text{true} \land \lnot \text{danger}) \lor \ell = 0) \land \text{danger} \land \Box \text{alarm} \land \ell > 2) \]

Proof. Assume that \( \mathcal{I}, [0, t] \models \neg F_w \) for some \( t \). Then there is a \( t_1 \) such that \( t_1 = 0 \) or \( \mathcal{I}, [0, t_1] \models (\text{true} \land \lnot \text{danger}) \) and \( \mathcal{I}, [t_1, t] \models \text{danger} \land \Box \text{alarm} \land \ell > 2 \). If \( t_1 = 0 \) then \( \mathcal{A}_w \) will start in \( p_1 \) (the only initial location with state invariant \( \text{danger} \)) with clock \( c_1 = 0 \). If \( \mathcal{I}, [0, t_1] \models \text{true} \land \lnot \text{danger} \) holds, the automaton will switch at time \( t_1 \) to location \( p_1 \) and reset \( c_1 \) to zero. It cannot leave location \( p_1 \) as \( \text{danger} \land \lnot \text{alarm} \) holds. On the other hand, the clock invariant forbids to stay there for \( t - t_1 > 2 \). Hence, the automaton does not accept \( \mathcal{I} \). Thus, \( \mathcal{I} \not\models F_w \) implies \( \mathcal{I} \not\models A_w \).

Now, assume \( \mathcal{I} \not\models A_w \). This can only happen if location \( p_1 \) is active, \( c = 2 \), \( \text{danger} \) holds and \( \text{alarm} \) does not occur because in any other case there is a successor location that can be entered. Let \( t \) denote the current time and \( t_1 \) denote the time when location \( p_1 \) was entered. Since \( c \) is reset when entering \( p_1 \), this location was active for exactly two time units. We therefore have \( \mathcal{I}, [t_1, t] \models \text{danger} \land \Box \text{alarm} \land \ell = 2 \). By assumption, \( p_1 \) cannot be left. Hence, there is some \( \varepsilon > 0 \) such that \( \mathcal{I}, [t_1, t + \varepsilon] \models \text{danger} \land \Box \text{alarm} \land \ell > 2 \). Location \( p_1 \) has only one incoming transition. Thus, either the automaton took the transition from location \( p_0 \) to \( p_1 \) at the moment \( t_1 \), or it started in \( p_1 \) and \( t_1 = 0 \). Therefore, \( \mathcal{I}, [0, t_1] \models (\text{true} \land \lnot \text{danger}) \lor \ell = 0 \). Hence in both cases, \( \mathcal{I}, [0, t + \varepsilon] \models \neg F_w \). Thus, \( \mathcal{I} \not\models A_w \) implies \( \mathcal{I} \not\models F_w \).

Thus, the automaton \( A_w \) implements \( F_w \). \( \square \)

If automata \( A_1, A_2 \) implementing formulae \( F_1, F_2 \) are given, the automata implementing \( F_1 \land F_2 \) and \( F_1 \lor F_2 \) can be constructed. For conjunction the parallel composition of automata is used. For \( F_1 \lor F_2 \) the following construction is used:

**Definition 4.17.** The disjunction \( A_1 \cup A_2 \) of two automata \( A_1 \) and \( A_2 \), \( A_i = (P_i, V_i, A_i, C_i, E_i, s_i, I_i, E_{0,i}) \) is the automaton

\[ A = (P, V, A, C, E, s, I, E_0) \]

defined as follows:

- \( P := P_1 \cup P_2 \). The locations are the disjoint union of \( P_1 \) and \( P_2 \); locations that appear in both automata need to be renamed.
Theorem 4.18. Let $A_1$ and $A_2$ be phase event automata and $F_1$, $F_2$ Duration Calculus formulae. If $A_1 \models F_1$ and $A_2 \models F_2$ then $A_1 \cup A_2 \models F_1 \lor F_2$.

Proof. Let $I$ be some interpretation with $I \models F_1 \lor F_2$. Then either $I \models F_1$ or $I \models F_2$ hold. If $I \models F_1$ then $A_1 \models I$. Hence, there is a run $\text{run}$ of $A_1$ that matches $I$. Since $A$ contains all locations, edges and clocks of $A_1$, $\text{run}$ is also a run of $A$, hence $A \models I$. Analogously, if $I \models F_2$.

Now assume that $I \models A$. Hence, there is a run $\text{run}$ starting in some location $p_0$. This location belongs to one of the automata $A_1$ or $A_2$. Assume it belongs to $A_1$. Since the locations of the two automata are disjoint all edges that are taken and all locations in $\text{run}$ belong to $A_1$. Hence, $\text{run}$ is a run of $A_1$. Analogously, $\text{run}$ is a run of $A_2$ if $p_0$ belongs to $A_2$. Thus, either $I \models A_1$ or $I \models A_2$. From $A_1 \models F_1$ and $A_2 \models F_2$ we get $I \models F_1$ or $I \models F_2$ hence $I \models F_1 \lor F_2$. □

Theorem 4.19. Let $A_1$ and $A_2$ be phase event automata and $F_1$, $F_2$ Duration Calculus formulae. If $A_1 \models F_1$ and $A_2 \models F_2$ then $A_1 \parallel A_2 \models F_1 \land F_2$.

Proof. Let $I$ be some interpretation with $I \models F_1 \land F_2$. Then $I$ satisfies $F_1$ and $F_2$. With $A_1 \models F_1$ we get $I \models A_1$. Analogously, $I \models A_2$. With lemma 4.14 hence $I \models A_1 \parallel A_2$.

Now assume $I \models A_1 \parallel A_2$. With lemma 4.14 we get $I \models A_1$ and $I \models A_2$. Since $A_1 \models F_1$, $A_2 \models F_2$, $I \models F_1$ and $I \models F_2$. Hence, $I \models F_1 \land F_2$. □

### 4.5. Deterministic Automata

An automaton is deterministic if for every possible behaviour of the environment the automaton has exactly one run modulo insertion and deletion of stuttering steps. Such an automaton accepts every interpretation for any duration. Nonetheless it will be useful for the power set construction in section 5.3, which builds a deterministic automaton from a Duration Calculus formula. By removing certain states, it can be transformed into an automaton that accepts exactly those interpretations that satisfy the
formula. A deterministic automaton can be characterised by the following definition.

**Definition 4.20.** A stuttering invariant automaton

\[ A = (P, V, A, C, E, s, I, E_0) \]

is deterministic if and only if

1. for each valuation \( \beta \in \text{Val}(V) \) there is exactly one initial edge \((g, p) \in E_0 \) such that \( \beta \models s(p) \) and \( \beta \models g \),

2. for each location \( p : P \) and each pair of valuations \( \beta_1, \beta_2 \in \text{Val}(V) \), \( Y \in P A \), \( \gamma \in \text{Val}(C) \) there is exactly one edge \((p, g, X, p') \in E \) such that \( \beta_1, \beta_2', Y, \gamma \models g \), \( \beta_2 \models s(p') \) and \( \gamma[X := 0] \models \text{strict}(I(p')) \),

3. each clock invariant \( I(p) \) does not contain any strict inequality. Only conjunctions of \( c \leq t \), where \( c \in C \) and \( t \in \mathbb{Q} \), are allowed.

The first requirement assures that there is only one initial location for a given valuation. The second requirement assures that for each location \( p \) and each pair of valuations there is exactly one transition that can be taken. A transition can only be taken if \( \gamma[X := 0] \models \text{strict}(I(p')) \) because the new location needs to be active for a non-zero time. The third condition is necessary to assure that a location is left at a well-defined time if no variable changes and no event occurs. Suppose the clock invariant \( I(p) \) of a location \( p \) contains a strict inequality \( c < t \). As long as no event occurs, no variable changes, and the invariant \( I(p) \) holds, the state cannot be left because the stuttering edge is the only outgoing edge. However, the clock invariant also forbids staying in this state forever. Hence, there is a deadlock and the automaton does not accept the interpretation. However, if the inequalities in the invariant have the form \( c \leq t \), the location can be left when \( \gamma(c) = t \). The stuttering edge is not enabled because \( \gamma \models \text{strict}(I(p)) \).

**Lemma 4.21.** Let \( A \) be a deterministic and stuttering invariant automaton. For any interpretation there is an infinite non-Zeno sequence, such that each prefix is a run of the automaton matching this interpretation. Thus, \( A \) accepts each interpretation \( I \) completely. Furthermore, all other sequences with this property can be derived by inserting or deleting stuttering steps.
Proof. First, we show that the sequence is unique.

Assume that there are two different sequences \( \text{run}_1, \text{run}_2 \) of \( \mathcal{A} \) that both match \( \mathcal{I} \). Furthermore, assume that in both runs all stuttering steps are removed. Let \( i \) be the number of the first configuration where \( \text{run}_1 \) and \( \text{run}_2 \) differ:

\[
\text{run}_1 = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_i^{(1)}, Y_i^{(1)}, \beta_i^{(1)}, \gamma_i^{(1)}, t_i^{(1)}), \ldots \rangle
\]

\[
\text{run}_2 = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_i^{(2)}, Y_i^{(2)}, \beta_i^{(2)}, \gamma_i^{(2)}, t_i^{(2)}), \ldots \rangle
\]

Without loss of generality assume that \( t_i^{(1)} \leq t_i^{(2)} \). Since both runs match \( \mathcal{I} \), we have \( \beta_i^{(1)}(v) = \mathcal{I}(v)(t) = \beta_i^{(2)}(v) \) for all \( v \in V \) and almost all \( t \in \sum_{j=1}^{i-1} t_j + t_i^{(1)} \), so \( \beta_i^{(1)} = \beta_i^{(2)} =: \beta_i \). Similarly, \( Y_i^{(1)} = Y_i^{(2)} =: Y_i \). Because \( \mathcal{A} \) is deterministic there is only one edge \( (p_{i-1}, g, X, p_i) \in E \) such that \( \beta_{i-1}, \beta'_i, Y_i, \gamma_{i-1} + t_{i-1} \models g, \beta_i \models s(p_i) \) and \( \gamma[X := 0] \models \text{strict}(I(p_i)) \). Hence, \( p_i^{(1)} = p_i = p_i^{(2)} \) and \( \gamma_i^{(1)} = (\gamma_{i-1} + t_{i-1})[X := 0] = \gamma_i^{(2)} =: \gamma_i \). Thus, the difference between \( \text{run}_1 \) and \( \text{run}_2 \) is in the duration \( t_i^{(1)} - t_i^{(2)} \). This leads to a contradiction, though:

Because the invariant \( I(p_i) \) holds at \( \gamma_i + t_i^{(2)} \) it must hold strictly at \( \gamma_i + t_i^{(1)} \). Furthermore, since the interpretation \( \mathcal{I} \) does not change at \( \sum t_j + t_i^{(1)} \) we have \( \beta_{i+1}^{(1)} = \beta_i \) and \( Y_{i+1}^{(1)} = \emptyset \). The stuttering edge of \( \mathcal{A} \) is enabled. Since \( \mathcal{A} \) is deterministic, the stuttering edge is the only enabled edge. Thus, \( p_{i+1}^{(1)} = p_i \), although we assumed that all stuttering steps in \( \text{run}_1 \) were removed. This is a contradiction. Thus, \( \text{run}_1 \) and \( \text{run}_2 \) are equal.

Now, we create the infinite sequence for \( \mathcal{I} \).

Due to finite variability there is some \( \varepsilon > 0 \) such that for all \( v \in V \) the interpretation \( \mathcal{I}(v)(t) \) is constant for all \( t \in [0, \varepsilon] \). The constant value can be expressed as \( \lim_{t \searrow 0} \mathcal{I}(v)(t) \). Choose \( \beta_1(v) = \lim_{t \searrow 0} \mathcal{I}(v)(t) \) for all \( v \in V \) and \( Y_1 = \emptyset \). There is one initial edge \( (g, p_1) \in E_0 \) such that \( \beta_1 \models s(p_1) \) and \( \beta_1 \models g \). Set \( \gamma_1(c) = 0 \) for all \( c \in C \). Furthermore, choose

\[
t_1 = \sup \{ t : \text{Time} | \gamma_1 + t \models I(p_1) \land \mathcal{I} \text{ almost constant on } [0, t] \}.
\]

Because \( I(p_1) \) contains no strict inequalities, \( \gamma_1 + t_1 \models I(p_1) \) holds. Hence, \( \text{run}_1 : = \langle (p_1, \emptyset, \beta_1, \gamma_1, t_1) \rangle \) is a run of duration \( t_1 \) for \( \mathcal{I} \).

If there is a run \( \text{run}_{n-1} \) of length \( n - 1 \) and duration \( T_{n-1} : = \sum_{j=1}^{n-1} t_j \) that matches \( \mathcal{I} \), then a run of length \( n \) can be constructed as follows: Let \( \beta_n(v) = \lim_{t \searrow T_{n-1}} \mathcal{I}(v)(t) \) the valuation of the state variables after
time $T_{n-1}$ and $Y_n := \{ e \mid \lim_{t} \Delta_{T_{n-1}} \mathcal{I}(e)(t) \neq \lim_{t} \gamma_{T_{n-1}} \mathcal{I}(e)(t) \}$ the set of events occurring at $T_{n-1}$. For $p_{n-1}, \beta_{n-1}, \gamma_{n-1}, t_{n-1}, \beta_n, Y_n$ there is exactly one edge $\langle p_{n-1}, g, X, p_n \rangle \in E$ such that $\beta_{n-1}, \beta_n', Y_n, \gamma_{n-1} + t_{n-1} \models g, \beta_n' \models s(p_n)$ and $(\gamma_{n-1} + t_{n-1})[X := 0] \models strict(I(p_n))$. Set $\gamma_n = (\gamma_{n-1} + t_{n-1})[X := 0]$ and choose $t_n = \sup\{ t : Time \mid \gamma_n + t \models I(p_n) \wedge \mathcal{I} \text{ almost constant on } [T_{n-1}, t]\}$.

Since $\gamma_n \models strict(I(p_n))$ and due to the finite variability of $\mathcal{I}$ we have $t_n > 0$. Also $\gamma_n + t_n \models I(p_n)$ because $I(p_n)$ contains no strict inequalities. Therefore, $run_n := run_{n-1} \cap \langle (p_n, Y_n, \beta_n, \gamma_n, t_n) \rangle$ is a run of length $n$ that matches $\mathcal{I}$.

What remains to be shown is that this leads to a non-Zeno infinite sequence. We need to show that for each $T$ we get a run of duration $t > T$ by the preceding algorithm. Assume, this is not the case and $\sum_{j=1}^{n} t_j < T$ for all $n$. Since all $t_j$ are positive and the sum is bounded it has a limit $T' := \sum_{j=1}^{\infty} t_j$. Due to the finite variability of $\mathcal{I}$ the interpretation is constant on some interval $[T' - \varepsilon, T'[ for some $\varepsilon > 0$. There is some $n_0$ such that $\sum_{j=1}^{n_0} t_j > T' - \varepsilon$. So for all $n > n_0$ we have $\beta_n = \beta_{n_0}$, $Y_n = \emptyset$ and $t_n = \sup\{ t : Time \mid \gamma_n + t \models I(p_n) \}$. The latter means that $\gamma_n(c_i) + t_n = \delta_i$ for some constraint $c_i \leq \delta_i$ in $I(p_n)$. We call this constraint responsible for $t_n$. There are only finitely many constraints $c_i \leq \delta_i$ in the automaton. Each of these constraint can be responsible for at most $\varepsilon / \delta_i$ different $t_n$ because the clock $c_i$ needs to be reset and run for at least $\delta_i$ before the constraint is responsible again. However, there are infinitely many $t_n$. This is a contradiction, so the assumption $\sum_{j=1}^{\infty} t_j < T$ was wrong and for every $T$ there is an $n$ such that $\sum_i = 0 t_n > T$. Thus, the infinite run is non-Zeno.

\section{4.6. Case Study: Audio Control Protocol}

Modern hi-fi systems consist of several components connected by a simple control bus. The purpose of this bus is to build a tiny local network. This way the customer can operate the system with a single remote control and can wake-up all components with a single button press.

This tiny network uses a simple protocol, so that almost no additional costs arise when building the hardware. Philips used a bus consisting of a single wire. On this wire a Manchester encoding is used to transmit data, cf. figure 4.2. Every bit is encoded in a bit slot of equal length. For a one
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Figure 4.2.: Manchester coding of ‘101100100’

bit the wire is kept low on the first half and high on the second half and for a zero bit it is the other way round.

One problem in deciphering the encoding is that for hardware reasons the receiver can only sense the rising edges. These edges are marked with an arrow in the diagram. Another problem is that the timing of sender and receiver can vary by up to 5% because of cheap hardware. It was shown in [BPV94] and [BGK+96] that despite these problems the protocol is correct.

Two different codes are separated by keeping the wire low for a certain time (the so called radio silence). It is 8 ms in the original specification but we can shorten it to a single bit slot. Since it is impossible for the receiver to distinguish if a code starts with zero or one, the audio protocol specifies that it must always start with a one. Likewise it is not possible to detect a final zero that follows a one bit as there is no rising edge. The audio protocol specifies that every string must either end in two zeros, which can be detected, or have odd length. However, here we use a much simpler condition, stating that every packet must end with a zero bit. There is a simple bijective mapping between the original codes and the simplified ones.

An implementation of this protocol in the form of two parallel phase event automata is given in figure 4.3. There is one state variable wire representing the state of the wire. It can have the value high or low. The sender and receiver automata synchronise on this state variable. Each location has a state invariant restricting wire to a single value. In the figure the invariant wire = high is encoded by a square node, and wire = low by a round node. The stuttering edges are removed in this diagram for sake of readability. Each location of the sender automaton has a stuttering edge labelled with ¬s.0 ∧ ¬s.1 ∧ ¬s.stop. Thus, it forbids all send events. Likewise, the stuttering edge of each location of the receiver automaton forbids all receive events. All time constants are in multiples of Q, which
is a nominal duration of quarter of a bit slot. To represent the timing uncertainty we introduce the constants $Q_l := Q(1 - \delta)$ and $Q_h := Q(1 + \delta)$ where $\delta > 0$ is the maximum timing drift. So $Q_l$ is the minimum duration and $Q_h$ the maximum duration of a quarter of a bit slot if the sender’s clock drift is bound by $\delta$.

The sender automaton consists of six locations. Location 1 is the idle location, where it waits for the environment to send a message. The message is sent via the channel $s$ that has three events: $s.1$ to send a one bit, $s.0$ to send a zero bit and $s.stop$ to mark the end of the message. Because the message must start with a one bit only $s.1$ is allowed from the idle location.

Locations 4 and 5 send a one bit on the wire. As depicted in figure 4.2 a one bit is sent by keeping the wire low for half a slot and high for the second half. The time is measured by the guard $2Q_l < x < 2Q_h$. In location 5 the sender checks the next bit to send. The events $s.0$ or $s.1$ have to be sent by the environment at the right time. The automaton will then change to 4 to send another one bit or to location 2 to send a zero bit.

Locations 2 and 3 are constructed analogously to the locations 4 and 5. The main difference is that after a zero bit the message can be terminated by a $s.stop$ event. In that case, location 6 is entered which will wait for the duration of a bit slot, so that the receiver can detect the end of the message, and then switch to the idle location again.

The receiver automaton is shown on the bottom of figure 4.3. It starts in location a which is also the idle location where no message is sent. This location is kept as long as the wire is low. When the first rising edge is detected the automaton must change to location b. The transition triggers an $r.1$ event that communicates to the environment that a one bit marking the start of the message was received. Also the clock $y$ is reset. It measures the time between the rising edges.

On the falling edge the receiver changes to location c and no further action is taken. This is because the specification required that only the rising edges can be timed. Now there are four possibilities depicted in the first row in figure 4.4. The first case is that another one bit follows. In this case, the next rising edge follows after one bit slot ($4Q$) and the receiver changes from location c to location b because $y < 5Q$ holds. The timing uncertainties are again modelled using $Q_l$ and $Q_h$.

In all other cases, there is a zero bit after the one bit which can be detected because there is no rising edge for at least $6Q$ time units. In this
s(0) := s.0 \land \neg s.1 \land \neg s.stop

s(1), s(stop) similarly

s(\tau) := \neg s.0 \land \neg s.1 \land \neg s.stop

r(x) as s(x) but for r events

*: 2Q_l < x < 2Q_h, x := 0

+: x < 2Q_h

Figure 4.3.: The sender (top) and receiver (bottom) automata
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Figure 4.4.: Gaps between two rising edges in Manchester encoding
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tics for multiple classes running in parallel, but it will also be used in the next chapter to combine the three parts CSP, Object-Z and Duration Calculus. An important property of the parallel composition is theorem 4.19, which shows that parallel composition corresponds to logical conjunction. This theorem shows that it is possible to express the Duration Calculus part as separate automata running in parallel.

The parallel composition also facilitates modular verification. If a property only depends on a small part of a complex system it is much easier to show this for this small part only. The behaviour of the complete system is always the intersection of the behaviour of each of its part as lemma 4.14 shows. So any property that is satisfied by all interpretations of some part, also holds for the interpretations of the complete system.

Not all automata models enable such a modular verification. For example, the timed automata model of Uppaal [YPD94] supports global variables. These global variables can be changed by any component. For example, consider the following automaton using a global variable $i$.

\[
\text{global int } i = 0
\]

\[
\begin{align*}
  i &< 8 \\
  i &:= i + 2 \\
  i &> 8 \\
  i &:= i - 2 \\
  i &> 0
\end{align*}
\]

It can be easily verified with Uppaal that the location labelled \textit{bad} is not reachable because $i$ is never increased beyond 8. However, if we add the following automaton in parallel, the bad state of the first automaton suddenly becomes reachable, even though the second automaton only decreases $i$.

If the first automaton runs alone, the bad state is not reachable, because the value of $i$ is always even and at most to 8. If the second automaton runs in parallel $i$ is assigned an odd value. If $i = 7$, it can be increased by the first automaton to $i = 9$ and the bad state can be entered. Thus with assignment to global variables, modular reasoning becomes much more difficult. One has to consider interferences with global invariants that are not explicitly present in the automaton; the invariant is only in its
4.7.2. Other Timed Automata Models

The work on timed automata goes back to Alur and Dill [AD94]. Their automaton model also uses the same synchronisation on events as our automaton model but only allows one event in each transition. A trace of an automaton only records the events and their time stamps. There is no notion of state as in our automaton model.

The model of Timed I/O Automata [LV93, KLSV06], which is a restricted version of Hybrid I/O Automata [LSW96], has both events and state variables. The event synchronisation is as in CSP. The state variables are divided into input, output, and local variables. The output and local variables can only be changed by visible events; input variables can also be changed by (internal) $\tau$ events. On the other hand, the automaton may not make any restriction on the new values of the input variables. The parallel composition of Timed I/O Automata is similar to parallel composition of Phase Event Automata: the common state variables of both automata need to agree on their values, and common events have to occur simultaneously.

However, the distinction of input and output variables is too strict for our purpose. In a CSP-OZ-DC specification the DC part does not determine the values for the state variables (it is the Z part that does this) but it forbids those traces of the output variables that correspond to the forbidden behaviour. Thus it cannot be represented by an input enabled Timed I/O Automata that runs in parallel with the Z automaton.

In [CCO+04], Clarke proposes a model checker for state/event based systems. He uses labelled Kripke structures (LKS) where locations are labelled by state propositions and edges are labelled by an non-empty set of events. The model does not allow multiple events to occur at the same time; instead exactly one event from the set must occur. If no events occur the location of the automaton may not be changed. The parallel composition synchronises on common events; components that do not participate on a communication keep their current location. This model has no real-time and is thus not suitable for CSP-OZ-DC. Also the states are only modelled by atomic proposition. Complex data types are not supported.

A tool to analyse timed automata is Uppaal [BDL04, YPD94], a sophisticated model checker developed jointly by Aalborg University in Denmark and Uppsala University in Sweden. Unfortunately, their timed automata
model uses a different type of synchronisation similar to CCS. Each event occurs in two flavours, either it is decorated with ? (input) or with ! (output). Exactly two automata synchronise, when one automaton sends the input event and the other the output event. There is also the notion of broadcasting, where a sender automaton can reach multiple receiving automata. However, the semantics are not as in CSP where all processes have to agree. With broadcasting a sending process can send an event to some receiving process if other receiving processes are not ready to receive the event.

The model checker Kronos [Yov97] uses a similar synchronisation as in our model: both automata must agree on their common events. Like in our model, there may be more than one event in one transition. There is no support for data variables, though.

The model of Statecharts [Har87] is widely used in practise. A variation of these are state diagrams, which are included in the Unified Modelling Language (UML) [ISO05]. They are popular because they offer a lot of tool support including model checking and code generation. They also have notion of events, data variables and real-time. However, the semantics is complex using asynchronous communication, global variables, and a super-dense time model. Defining a compositional semantics that enables modular verification is difficult [Hel98].

The phase event automata are inspired by phase automata [Tap01]. Tapken used these automata to provide an operational semantics for Duration Calculus formulae. He also designed a model checker for these automata. Because Tapken uses DC without any event extension, his automata have no events. The edges in his model are not labelled, but the locations can be labelled by state invariants. He uses a simple model of clocks: locations can be part of a clock region, which specifies a minimum and maximum duration that this region may be active. Parallel composition of automata is the same as conjuncting the corresponding DC formulae.

Most automata models have a compositional parallel operators allowing modular reasoning for large specifications. However, they usually pay the price of restricting synchronisations to events only. For example in [CCO+04] the authors state:

In particular, we forbid the sharing of variables. This restriction facilitates the use of compositional reasoning in verifying specifications.

On the other hand, Statecharts and Uppaal’s timed automata allow shar-
ing of global variables. This leads to a non-compositional parallel operator as we explained in section 4.7.1. However, Tapken demonstrated in [Tap01] that sharing state variables and a simple compositional parallel operator are not mutual exclusive properties. We extended his automata model by events to get the advantages of event- and state-based synchronisation together with a compositional parallel operator.

Figure 4.5 summarises the different automata models and compares them by four different properties: synchronisation on events, data, real-time and whether parallel composition has a simple compositional semantics. All automata models except for phase automata have a notion of instantaneous events on which parallel automata synchronise. In phase automata it is only possible to synchronise over state variables. Some other models also allow synchronising over state variables, but this usually results in a non-compositional parallel operator. In Timed I/O Automata this is solved by restricting the usage of state variables: only one automaton can change these variables.

<table>
<thead>
<tr>
<th>Models</th>
<th>Events</th>
<th>Data</th>
<th>Real-Time</th>
<th>Compositional</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timed Automata [AD94]</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Timed I/O Automata [LV93]</td>
<td>✓</td>
<td>(✓)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>LKS [CCO+04]</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Uppaal [YPD94]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Kronos [Yov97]</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Statecharts [Har87]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Phase Automata [Tap01]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Phase Event Automata</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 4.5.: Comparison of timed automata models
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In this chapter, we present an operational semantics for CSP-OZ-DC classes by composition of phase event automata. This translation is compositional in the following sense: the CSP part, the Z part, and the DC part are each translated into separate phase event automata. The behaviour of the complete class is the parallel composition of these automata.

5.1. Translating CSP

For a CSP process $P$, we denote by $\alpha(P)$ the set of channels that this process $P$ uses. This can be computed statically by including all channels that are referenced in the CSP process equations defining $P$. Then $\alpha(P)$ is also the set of event variables of the phase event automaton implementing this process $P$.

For each channel $c \in \alpha(P)$, there is a corresponding event variable in the automata. If there is data associated with an event, there is a corresponding parameter variable $c \triangleleft \triangleright$ that is used to communicate the data values. For example, from the channel declaration

\[
\text{chan } \text{request} : [x : Z]
\]

the event variable request and the state variable request$\triangleleft$ : $[x : Z]$ is derived.

The operational semantics of the CSP process is determined according to the previous chapter. This leads to a labelled transition system
This transition system can be simplified by removing the unreachable states or applying reduction techniques such as [Ros94]. We assume further that $P$ is a non-terminating process and thus there is no reachable state with an outgoing $\checkmark$-transition. The resulting transition system $(Q, W_E, q_0, \rightarrow)$ can be translated to a phase event automaton $A = (Ph, V, A, C, E, s, I, E_0)$ as follows:

- $Ph = Q$. The states of the phase event automata are the same as in the labelled transition system.
- $V = \{c : \alpha(q_0) \cdot c\}$. The state variables are the parameter variables associated with the channels occurring in the alphabet of the main process.
- $A = \alpha(q_0)$. The alphabet of the phase event automaton is the alphabet of the main process, i.e., the set of channels occurring there.
- $C = \emptyset$. There are no clock variables.
- $E = \{q, q': Q; \alpha : EVENTS \mid q \xrightarrow{\alpha} q' \cdot (q, only(\alpha), \emptyset, q')\} \cup E_{st}$ and $E_{st} = \{q : Q \cdot (q, only(\tau), \emptyset, q)\}$. For each transition in the LTS there is a corresponding edge in the phase event automaton. The formula $only(\alpha)$ demands that the event $\alpha$ is communicated and no other event. Formula $only(\tau)$ demands that no event is communicated. For an event $c(v)$ communicating the values $v$ over channel $c$ we demand that the event variable $c$ is the only event variable that is true and that the post state of the parameter variable, namely $c\llcorner'$, equals the communicated values $v$.

\[
\begin{align*}
only(\tau) &= \forall e : A \cdot \neg e \\
only(c(v)) &= c \land c\llcorner' = v \land \forall e : A \setminus \{c\} \cdot \neg e
\end{align*}
\]

Furthermore, the stuttering edges $E_{st}$ are added to $E$. For each $q \in Q$ there is a simple stuttering edge that allows no communication over the channels of the automaton.

- $s(q) = I(q) = true$ for all $q \in Q$. The state and clock invariants are always true.
- $E_0 = \{(true, q_0)\}$, i.e., $q_0$ is the single starting state.
Theorem 5.1 (Soundness of CSP Translation). Let
\[ \text{LTS}(P) = (Q, \mathbb{W}_E, q_0, \rightarrow) \]
the simplified labelled transition system of the process \( P \) and \( A \) be the automaton with alphabet \( A \) constructed as described above. Then
\[ I \models A \text{ if and only if } \text{Untime}(I) \triangleright A \in \mathcal{T}(\text{LTS}(P)) \]

Proof. If \( I \models A \) holds there is a run
\[ \text{run} = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_j, Y_j, \beta_j, \gamma_j, t_j), \ldots \rangle \]
that matches \( I \) and is accepted by \( A \). If we remove all stuttering steps from this run we get another run that matches \( I \) and accepts \( A \). Hence, we can assume that the run contains no stuttering steps. For each \( j \) there is an \( \alpha_j \) corresponding to an edge \( (p_j, \text{only}(\alpha_j), \emptyset, p_{j+1}) \in E \setminus E_{st} \) such that \( \beta_j, \beta'_{j+1}, Y_{j+1} \models \text{only}(\alpha_j) \). Hence,
\[ Y_{j+1} = \begin{cases} \{c\} & \text{if } \alpha_j = c(v), \\ \emptyset & \text{if } \alpha_j = \tau \end{cases} \]  
(5.1)

\[ \beta_{j+1}(c\emptyset) = v \text{ if } \alpha_j = c(v). \]  
(5.2)

Therefore, the sequence of events of the alphabet \( A \) occurring in the untimed behaviour, \( \text{Untime}(I) \triangleright A \), is \( \langle \alpha_1, \alpha_2, \ldots, \alpha_{n-1} \rangle \setminus \{\tau\} \). The edge \( (p_j, \text{only}(\alpha_j), \emptyset, p_{j+1}) \) corresponds to the relation \( p_j \xrightarrow{\alpha_j} p_{j+1} \). This yields the trace
\[ p_1 \xrightarrow{\alpha_1} p_1 \xrightarrow{\alpha_2} p_2 \cdots. \]

For the initial state \( p_1 \) there is an edge in \( E_0 \), which means \( p_1 = q_0 \). Hence, \( \text{Untime}(I) \triangleright A \in \mathcal{T}(\text{LTS}(P)) \).

If \( \text{Untime}(I) \triangleright A \in \mathcal{T}(\text{LTS}(P)) \), there is a transition sequence
\[ q_0 = p_1 \xrightarrow{\alpha_1} p_1 \xrightarrow{\alpha_2} p_2 \cdots \]
with \( \text{Untime}(I) \triangleright A = \langle \alpha_1, \alpha_2, \ldots \rangle \setminus \{\tau\} \). This sequence corresponds to the run
\[ \text{run} = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots \rangle \]
of \( A \) with \( Y_i \) and \( \beta_i \) defined according to (5.1) and (5.2) and \( \gamma_i = \emptyset \). If the times \( t_i \) are set according to the point in time when \( \alpha_i \) occurs, this run matches the interpretation \( I \). Hence, \( I \) is accepted by the automaton. \( \square \)
Case Study

We apply the above algorithm on the case study for the elevator introduced in section 3.2.2. The CSP part is as follows

\[
\text{main} \triangleq \text{newgoal} \rightarrow \text{start} \rightarrow \text{Drive} \\
\text{Drive} \triangleq (\text{passed} \rightarrow \text{Drive}) \sqcap (\text{stop} \rightarrow \text{main})
\]

The alphabet of the CSP process main is

\[\alpha(\text{main}) = \{\text{newgoal, start, passed, stop}\} .\]

These are all signal channels, i.e., there are no parameters associated with them, hence there is no need to include the parameter channels. Constructing the labelled transition system and reducing it with the technique of [Ros94] results in the following transition system.

5.2. Translating Object-Z

The Object-Z part is translated into an automaton with a single state. The variables of the automaton are the variables \( \text{Var}(\text{State}) \) declared in the state schema of the CSP-OZ-DC class. Additionally, it contains the
Figure 5.1.: Translation of CSP part of elevator

parameter variables \(c \triangleright \triangleleft\) for the channels \(c\) for which it provides operation schemas. The communication alphabet \(A\) of this automaton consists of all communication channels \(c\) for which the class contains an operation schema \(\text{com}_c\). For each communication event the automaton contains an edge looping from the single state into itself. The guard of this edge demands that only the corresponding event occurs and that the pre and post state relate according to the communication schema. If the schema has parameters \(\text{in}?, \text{out}!\), they are assigned by a let construct to the values communicated by \(c \triangleright \triangleleft\), e.g., let \(\text{in}? == c \triangleright \triangleleft . \text{in}; \text{out}! == c \triangleright \triangleleft . \text{out} \bullet \text{com}_c\). Furthermore, there is the stuttering edge that demands that all state variables do not change and no communication in the alphabet occurs. Finally, there is one initial edge to the single state that has the \(\text{Init}\) schema of the CSP-OZ-DC class as guard. Thus, the resulting automaton is as follows:

\[
A = (P, V, A, C, E, s, I, E_0)
\]

\[
P = \{p_0\}
\]

\[
V = \text{Var}(\text{State}) \cup \{e : A \bullet c \triangleright \triangleleft\}
\]

\[
A = \{\text{set of channels with communication schemata}\}
\]

\[
C = \emptyset
\]

\[
E = \{e : A \bullet (p_0, \text{only}(e) \land \text{let param} == e \triangleright \triangleleft . \text{param} \bullet \text{com}_c, \emptyset, p_0)\}
\]

\[
\quad \cup \{(p_0, \text{only}(\tau) \land \Xi \text{State}, \emptyset, p_0)\}
\]
\[ s(p_0) = State \text{ (invariant from the state schema)} \]
\[ I(p_0) = true \]
\[ E_0 = \{(Init, p_0)\} \]

**Theorem 5.2 (Soundness of Z Translation).** Let \( A \) be the automaton constructed as described above. Then \( \mathcal{I} \models A \) if and only if \( \mathcal{I} \) is accepted by the Z part, which means (c.f. page 58) that for

\[ Un time(\mathcal{I}) = (M_0, c_1(M_1(c;\mathcal{I})), M_1, \ldots) : \]

- \( M_0 \in \llbracket Init \rrbracket^P \),
- \( M_i \in \llbracket State \rrbracket^P \) for all \( i \),
- \( (M_{i-1} \cup M_i' \cup M_i(c;\mathcal{I})) \in \llbracket \text{com}_c \rrbracket^P \),

**Proof.** The formula \( \mathcal{I} \models \mathcal{A} \) holds if and only if there is a run

\[ run = \langle (p_0, Y_1, \beta_1, \emptyset, t_1), \ldots \rangle \]

that matches \( \mathcal{I} \) and is accepted by \( \mathcal{A} \). By definition 4.7, \( run \) is a run of \( \mathcal{A} \) if and only if

- for the initial edge \((Init, p_0)\), \( \beta_1 \models Init \) holds,
- for each \( \beta_j \) the state invariant \( State \) holds,
- for each \( \beta_j, \beta_{j+1}, Y_{j+1} \) there is an edge

\[ (p_0, \text{only}(c) \land \text{let } \text{param} == c^j\cdot\text{param} \bullet \text{com}_c, \emptyset, p_0) \in E \]

such that

\[ \beta_i, \beta'_{i+1}, Y_{i+1} \models \text{only}(c) \land \text{let } \text{param} == c^j\cdot\text{param} \bullet \text{com}_c, \emptyset, p_0). \]

For the untimed run \( Un time(\mathcal{I}) = (M_0, c_1(M_1(c;\mathcal{I})), M_1, \ldots) \) we have \( \beta_{j+1} = M_j \) and \( Y_{j+1} = \{c_j\} \) for all \( j \). Hence the three conditions above hold if and only if

- \( M_0 \in \llbracket Init \rrbracket^P \),
- \( M_i \in \llbracket State \rrbracket^P \) for all \( i \),
- \( (M_{i-1} \cup M_i' \cup M_i(c;\mathcal{I})) \in \llbracket \text{com}_c \rrbracket^P \).
Case Study

We apply the translation of the Z part on the case study for the elevator introduced in section 3.2.2. There are four channels with operation schemas. Therefore, the alphabet is \( A = \{\text{newgoal, start, stop, passed}\} \). As for the CSP part there are no parameter variables as all channels are signals. The state variables are \( V = \{\text{current, goal, start}\} \), the variables occurring in the state schema. The automaton is given in figure 5.2. The main state has five loop edges. The top most is the stuttering edge, the other edges correspond to the four operation schemas.

5.3. Translating DC

The formulae occurring in the DC part of a CSP-OZ-DC class are of the kind \( \neg (\text{phase}_1 \sim \cdots \sim \text{phase}_n) \). Each DC formula is translated into a separate phase event automaton. The basic idea is to build a deterministic automaton that reaches certain states if and only if it observed \( \text{phase}_1 \sim \cdots \sim \text{phase}_n \). If these states are then removed from the automaton it forbids exactly those runs that would violate the formula.

For the constructs occurring in a trace specification \( ([P], \ell \sim k, F \wedge G, F \苜 G) \) it is possible to build a non-deterministic phase event automaton that can reach a certain location if the interpretation for an observed run satisfies the formula. However, a deterministic automaton may not always exists. As an example consider the formula (2.2) on page 23, which is given here again:

\[
\neg (\text{true} \苜 \uparrow \text{ev} \苜 \ell = 1 \苜 \downarrow \text{ev} \苜 \text{true}).
\]  

(5.3)

A deterministic automaton that should observe this behaviour has to start a clock every time it observes an \( \text{ev} \) event. It cannot know in advance if this is the \( \text{ev} \) event that corresponds to the first event in the trace above, or if it is just part of one of the \( \text{true} \) phases. Only after the clock reached 1, the clock variable can be used for another \( \text{ev} \) event. However, there may be an unbounded number of \( \text{ev} \) events in an interval of length 1, so a deterministic automaton would need an infinite number of clocks. Therefore no deterministic phase event automaton for the above trace exists. It is not possible to build a phase event automaton that implements formula (5.3).

In this section we will show that for the restricted set of counterexample traces it is possible to build a deterministic automaton. The basic idea is adopted from finite automata theory: to construct a deterministic finite
\begin{align*}
goal &= \text{Min} \\
\land current &= \text{Min} \\
\land dir &= 0
\end{align*}

\begin{equation*}
\begin{array}{c}
p_0
\end{array}
\end{equation*}

\begin{align*}
\text{only}(\tau) \land \Xi\text{State} \\
\quad = \neg \text{newgoal} \land \neg \text{start} \land \neg \text{stop} \land \neg \text{passed} \\
\quad \land current' = current \land goal' = goal \land dir' = dir
\end{align*}

\begin{align*}
\text{only(\text{newgoal})} \land \text{com\_newgoal} \\
\quad = \text{newgoal} \land \neg \text{start} \land \neg \text{stop} \land \neg \text{passed} \\
\quad \land \text{Min} \leq goal' \leq \text{Max} \land goal' \neq current \\
\quad \land current' = current \land dir' = dir
\end{align*}

\begin{align*}
\text{only(\text{start})} \land \text{com\_start} \\
\quad = \text{start} \land \neg \text{newgoal} \land \neg \text{stop} \land \neg \text{passed} \\
\quad \land (goal > current \Rightarrow dir' = 1) \\
\quad \land (goal < current \Rightarrow dir' = -1) \\
\quad \land current' = current \land goal' = goal
\end{align*}

\begin{align*}
\text{only(\text{stop})} \land \text{com\_stop} \\
\quad = \text{stop} \land \neg \text{newgoal} \land \neg \text{start} \land \neg \text{passed} \\
\quad \land goal = current \\
\quad \land current' = current \land goal' = goal \\
\quad \land dir' = dir
\end{align*}

\begin{align*}
\text{only(\text{passed})} \land \text{com\_passed} \\
\quad = \text{passed} \land \neg \text{newgoal} \land \neg \text{start} \land \neg \text{stop} \\
\quad \land current' = current + dir \\
\quad \land goal' = goal \land dir' = dir
\end{align*}

Figure 5.2.: Translation of Object-Z part of elevator
automaton (DFA) from a nondeterministic one (NFA) the locations of the DFA are labelled by subsets of the locations of the NFA. One problem here are the clocks. If one transition of the non-deterministic automaton resets a clock and another does not and both transitions are enabled there must be a decision whether the clock should be reset in the deterministic automaton. To solve this problem we allow only either an upper bound ($\ell \leq t$) or a lower bound ($\ell \geq t$) for each phase. For upper bounds a clock is reset whenever the corresponding phase can be entered (even if it was active before) to keep the value of the clock as small as possible; for lower bounds the clock is reset only when the phase cannot stay active.

The state variables $V$ of the DC automata are the same as for the $Z$ part: $V = Vars(State)$. The set of event variables $A$ contains all channels in the interface part of the specification. The clock variables $C$ are defined later. We need a unique clock for each phase with a time restriction.

The guards used in the automaton are from the set $\mathcal{L}(V \cup A \cup C)$. We quote logical operations on formulae of the set $\mathcal{L}(V \cup A \cup C)$, e.g., ‘∧’, ‘∨’, ‘¬’, ‘⇔’ to distinguish them from the logical symbols in the meta-language, in which we specify our algorithm. The operator ‘∧’ repeatedly applies ‘∧’ on a set of predicates. It is logically equivalent to a universal quantifier $\forall$, but is only used for finite sets. The values that represent the truth and falsehood predicates are named $[true]$, $[false] : \mathcal{L}(V \cup A \cup C)$ to distinguish them from the $true$ and $false$ predicate of the meta-language. Furthermore, we use the expression $[predicate]$ for some Boolean predicate in the meta-language to denote $[true]$ or $[false]$ depending on the value of predicate. This expression is defined as $[predicate] == if predicate then [true] else [false]$. Note that the evaluation of $[predicate]$ is done in the meta language.

We assume that equivalent formulae are represented by the same element in $\mathcal{L}(V \cup A \cup C)$. All unsatisfiable formulae are equal to $[false]$ and all tautologies are equal to $[true]$. For example, $([true] \lor F) = [true]$ and $([false] \leftrightarrow F) = (\neg F)$ for all $F \in \mathcal{L}(V \cup A \cup C)$.

### 5.3.1. Power Set Construction for Counterexamples

Recall the syntax of counterexample formulae from page 23:

\[
\text{ce\_formula} ::= \neg (\text{phase} \searrow (\text{phase} \mid \text{events}) \\
\searrow \cdots \searrow (\text{phase} \mid \text{events}) \searrow \text{true})
\]
A counterexample is a negated list of \textit{phase} and \textit{events} formulae that are combined by chop operators. It must begin with a \textit{phase} formula and end with \texttt{true}. A \textit{phase} is either \texttt{true} or an everywhere formula \([\text{Predicate}]\) where \texttt{Predicate} is some formula from \(L(V)\). Its duration can be restricted with \(\ell \sim t\) and events can be forbidden to occur during the phase using \(\square \text{NAME}\). Here \texttt{NAME} must denote an element from the set \(A\), the set of channels declared in the interface part. Note that there can be at most one time restriction and that equality \(\ell = k\) is not allowed. This is necessary to forbid specifications like (5.3) that cannot be converted into a phase event automaton. An \textit{events} formula always requires a zero-length interval on which some events must occur and others are forbidden.

We can represent a \textit{phase} formula and all its preceding \textit{events} formulae by the data structure \texttt{PhaseSpec}:

\[
\begin{array}{c}
\text{TimeOp ::= none | less | lessequal | greater | greaterequal} \\
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\text{PhaseSpec} \\
inv : L(V) \\
allowEmpty : \Box \\
timeop : \text{TimeOp} \\
bound : \text{Time} \\
forbidden : \exists A \\
entryEvents : L(A)
\end{array} \\
\begin{array}{c}
allowEmpty \Rightarrow (inv = [\text{true}] \\
\quad \wedge \text{timeop} \notin \{\text{greater, greaterequal}\}) \\
\text{timeop} = \text{none} \Leftrightarrow \text{bound} = 0
\end{array}
\end{array}
\]

The predicate \texttt{inv} is the state expression occurring in the \textit{phase} if it is of the form \([\texttt{inv}]\) and is \([\texttt{true}]\) if \textit{phase} is a \texttt{true}-phase. The Boolean flag \texttt{allowEmpty} is set for a \texttt{true}-phase to distinguish it from a phase \([\texttt{true}]\); the latter requires a non-empty interval. The variable \texttt{timeop} denotes the
relation \(\sim\) and \(bound\) is the minimum or maximum time. If there is no restriction on the duration, \(timeop = none\) and \(bound = 0\). The set \(forbidden\) contains all events \(ev\) occurring in a \(\square ev\) element of the phase formula. Finally, entryEvents is the conjunction of all events formulae preceding the phase formula. It is \([true]\) if there is no preceding events formula.

A counterexample trace can be represented as a sequence of phase specifications.

\[
\text{Trace} = \text{seq} \text{PhaseSpec}
\]

For proving correctness of the construction it is convenient to define the \(i\)th prefix of a trace \(tr\). The function \(Prefix\) returns a DC formula that describes the first \(i\) phases of a trace \(tr\): The complete counterexample formula is the negation of \(Prefix(\#tr, tr)\).

\[
\begin{align*}
Prefix : \mathbb{N} \times \text{Trace} &\rightarrow \text{DCForm} \\
Prefix(0, tr) &= \ell = 0 \\
\forall i : \mathbb{N} | i > 0 &\bullet Prefix(i, tr) = Prefix(i - 1, tr) \\
&\quad \land tr(i).entryEvents \\
&\quad \land ([tr(i).\text{inv}] \lor tr(i).allowEmpty) \land \\
&\quad \ell \ tr(i).timeop \ tr(i).\text{bound} \land \\
&\quad \land ev : tr(i).\text{forbiddenEvents} \bullet \square ev
\end{align*}
\]

The formula \(Prefix\) is defined inductively. With \(Prefix(0, tr)\) we denote the empty prefix, which is equivalent to \(\ell = 0\), the neutral element of \(\land\). When computing \(Prefix(i, tr)\) for \(i > 0\) we add to \(Prefix(i-1, tr)\) the DC formula that describes the \(i\)-th phase: At the beginning of the \(i\)th phase the entry event formula must be satisfied. If the phase is a \(true\) phase (denoted by \(allowEmpty\)) the part \([tr(i).\text{inv}] \lor tr(i).allowEmpty\) evaluates to \(true\), otherwise the formula \([tr(i).\text{inv}]\) must hold. The length restriction \(\ell \sim t\) is added (\(\sim\) is represented by \(tr(i).timeop\) and \(t\) by \(tr(i).bound\)). Finally, the forbidden events must not occur during this phase.

The algorithm needs to distinguish between phases that have a lower bound \(\ell \geq k\), phases that have an upper bound \(\ell \leq k\), and phases without any time bounds. Therefore we define auxiliary sets \(LB(tr)\) (for lower bounds) and \(UB(tr)\) (for upper bounds) that comprise these phases.
For each phase $i$ with an upper or lower bound we add a corresponding clock $c_i$ that measures the duration of this phase.

The construction of the power set automaton works in a similar way as in finite automata theory. The locations of the automaton are labelled by set of trace indices. Whenever the automaton has detected a prefix of the counterexample trace up to a certain element, the corresponding index is in the set labelling the current location of the automaton. Additionally, the automaton also needs to remember discrete parts of the real-time behaviour, e.g., whether the lower bounds on the duration have passed. Instead of a single subset, we therefore have four subsets:

- **in** An index is in this set if and only if the automaton has detected a prefix of the counterexample trace up to this element. We also call phase $i$ *active*, if $i \in \text{in}$. Phases having a lower bound are even active if their bound has not yet been reached.

- **wait** The index of a phase with a lower bound is in this set if it is active and the duration of the phase is less than the lower bound. In this case, the corresponding clock measures the duration of the phase and as soon as the lower bound is reached, a new location is entered, where the index is no longer in the *wait* set. We will also say that a phase is *waiting* if its index is in this set.

- **gteq** To support phases with the bound $\ell \geq k$, we reset the corresponding clock $c_i$ at the earliest moment, the phase gets active. As soon as $c_i \geq k$, the waiting state is left. Under certain circumstances, the clock is reset *before* the phase can be entered. Later on, we present an example where this happens. In this case, instead of checking for $c_i \geq k$, the automaton needs to check for $c_i > k$. To distinguish these cases, the *gteq* set is used. A phase $i$ is in this set if the automaton needs to check for $c_i \geq k$. This set is always a subset of *wait*. We will also say that the *gteq* flag is set for the phase $i$ if $i \in \text{gteq}$. 

\[
\begin{align*}
\forall tr : \text{Trace} \bullet \quad & LB(tr) = \{ i : \text{dom } tr \mid \\
& tr(i).\text{timeop} \in \{ \text{greater, greaterequal} \} \\
\wedge & UB(tr) = \{ i : \text{dom } tr \mid \\
& tr(i).\text{timeop} \in \{ \text{less, lessequal} \} \}
\end{align*}
\]
less Similarly, sometimes for phases with an upper bound $\ell \leq k$ the clock is reset too late. So instead of checking for $c_i \leq k$, the automaton needs to check for $c_i < k$. In this case, phase $i$ is in the set less. If the bound of a phase is strict ($\ell < k$), this phase is always in the set when active. We will then also say that the less flag is set for this phase. Obviously, the less flag is only set for active phases with an upper bound. There is another side condition $i - 1 \notin in \setminus wait \lor \emptyset \not\models tr(i).entryEvents$. This condition is explained in example 5.9.

The following schema $PowerSet$ combines the four sets $in$, $wait$, $gteq$, and less. The definition depends on the counterexample trace $tr : Trace$.

<table>
<thead>
<tr>
<th>$PowerSet(tr : Trace)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$in, wait, gteq, less : dom tr$</td>
</tr>
<tr>
<td>$in \subseteq \text{dom } tr$</td>
</tr>
<tr>
<td>$wait \subseteq in \cap \text{LB}(tr)$</td>
</tr>
<tr>
<td>$gteq \subseteq wait$</td>
</tr>
<tr>
<td>$less \subseteq in \cap \text{UB}(tr)$</td>
</tr>
<tr>
<td>$\forall i : less \cdot i - 1 \notin in \setminus wait \lor \emptyset \not\models tr(i).entryEvents$</td>
</tr>
</tbody>
</table>

Because of $gteq \subseteq wait \subseteq in$ and $less \subseteq in$ and $less \cap wait \subseteq UB \cap LB = \emptyset$, there are only five possibilities for a phase to belong to these sets. The four sets can be abbreviated as a single set, where the elements are flagged by symbols.

- If $i \in gteq \subseteq wait \subseteq in$ then $i \notin less$. We denote this case by $i^\geq$.
- If $i \notin gteq$ and $i \in wait \subseteq in$ then $i \notin less$. We denote this by $i^>$.
- If $i \in less \subseteq in$, then $i \notin gteq$ and $i \notin wait$. We denote this by $i^<$.
- If $i \notin gteq, wait, less$ and $i \in in$ then we denote this by plain $i$.
- Otherwise phase $i$ belongs to none of the sets and is omitted from the single set.

Example 5.3. The location $p = \{ | in \mapsto \{1, 2, 4\}, wait \mapsto \{2\}, gteq \mapsto \{2\}, less \mapsto \{4\} \}$ is abbreviated as $\{1, 2^\geq, 4^<\}$.

Example 5.4. Figure 5.3 depicts the automaton for the DC formula

$$\begin{align*}
\text{true}_1 &\wedge [A] \wedge \ell \geq 4 \quad \wedge [B] \wedge \ell < 6.
\end{align*}$$
The unreachable locations with $1 \not\in \mathit{in}$ were omitted. The figure shows that the power set automaton becomes complicated even for DC formulae with only few chops. In the following we will explain the algorithm by which this automaton is constructed.

Note that the automaton is deterministic in the sense of definition 4.20. For each location of the automaton and each clock, variable and event valuation there is exactly one successor location. For example, the top right location $\{1, 3^<\}$ has four outgoing edges to the top four locations. If for the next state, $B$ does not hold or if $c_3 \geq 6$ holds the automaton changes to one of the left locations depending on the new value of $A$. Otherwise (if $c_3 < 6$ and $B$ holds) it either stays in location $\{1, 3^<\}$ or changes to location $\{1, 2^\geq, 3^<\}$, also depending on the new value of $A$. It cannot change to one of these two locations if $c_3 = 6$ holds as it has to stay there for some non-zero time and that would violate the clock invariant.

To define when the automaton has observed the prefix of the trace up to and including the $i$th element, we need to know the current location of the automaton, the current value of clocks, and the pending events. For example, when the location labelled by $\{1, 3^<\}$ in figure 5.3 is active, the automaton has accepted the whole trace $\mathit{Prefix}(3, tr)$ only if $c_3 < 6$ holds. If $c_3 = 6$ holds, the bound of the last phase would be violated. If the current location is $\{1, 2^\geq\}$, the automaton accepted $\mathit{Prefix}(2, tr) = \mathit{true} \land [A] \land \ell \geq 4$ if and only if $c_2 \geq 4$ holds.

Given a power set location $p$ and a phase $i$, the function $\mathit{complete}$ gives the condition under which the prefix $\mathit{Prefix}(i, tr)$ was observed. It also takes clocks and succeeding $\mathit{true}$ phases with zero length into account. We will later use this function to prove the correctness of the construction.

\[
\begin{align*}
\mathit{complete} &: \mathit{Trace} \times \mathit{ran\ PowerSet} \times \mathbb{N} \rightarrow \mathcal{L}(A \cup C) \\
\forall tr : \mathit{Trace}; p : \mathit{PowerSet}(tr); i : \mathbb{N} \bullet \\
\mathit{complete}(tr, p, i) &= \\
&= ([i \in p.\mathit{in}] \land \mathit{\forall}^\prime \\
&= \quad \mathit{if } i \in p.\mathit{wait} \mathit{then} \\
&= \quad \quad (\mathit{if } i \in p.\mathit{gteq} \mathit{then } c_i \geq tr(i).\mathit{bound} \mathit{else } [\mathit{false}]) \\
&= \quad \mathit{else } (\mathit{if } i \in p.\mathit{less} \mathit{then } c_i < tr(i).\mathit{bound} \mathit{else } [\mathit{true}])) \\
&= \quad \mathit{\forall}^\prime ([i > 1 \land tr(i).\mathit{allowEmpty}] \land \mathit{\forall}^\prime \\
&= \quad \mathit{\mathit{complete}(tr, p, i - 1)} \land \mathit{tr(i).entryEvents})
\end{align*}
\]
5.3. Translating DC

Figure 5.3.: Automaton for \( \text{true} \land [A] \land \ell \geq 4 \land [B] \land \ell < 6 \)
If phase $i$ is active and has no time bounds it is always complete and the function $\text{complete}$ will return $[\text{true}]$. If phase $i$ has a lower time bound and is not waiting it is also complete. If it is waiting, it can only be complete if the phase has a greater-equal bound and the clock has just reached the bound. If the phase has a strict upper time bound ($i \in p.\text{less}$), it is only complete if the upper bound has not yet been reached.

A phase $i$ is also complete if the previous phase is complete and phase $i$ holds for an empty interval. In this case, the entry events of phase $i$ must occur.

**Example 5.5.** For the top right location of the automaton in figure 5.3, the third phase is complete if and only if

\[
\text{complete}(tr, \{ \text{in} \mapsto \{1, 3\}, \text{wait} \mapsto \emptyset, \text{gteq} \mapsto \emptyset, \text{less} \mapsto \{3\}\}, 3)
\]

\[
= [3 \in \{1, 3\}] \text{‘∧’ if } 3 \in \emptyset \text{ then } \ldots \\
\text{ else if } 3 \in \{3\} \text{ then } c_3 < 6 \text{ else } [\text{true}])
\]

\[
\text{‘∨’ ([false] ‘∧’ complete(tr, p, 2) ‘∧’ [true])}
\]

\[
= ([\text{true}] ‘∧’ c_3 < 6) \text{ ‘∨’ ([false])}
\]

\[
= c_3 < 6
\]

Consider two adjacent phases without any event required in between, e. g., $[A] \wedge [B]$. If an interpretation satisfies $[A \wedge B]$ for some interval, it also satisfies the formula $[A] \wedge [B]$. Therefore, for a valuation satisfying $A \wedge B$, the automaton should not only enter the first phase $[A]$ but should also immediately enter the second phase. We call this seeping because the control flow seeps through phase $[A]$ immediately to phase $[B]$. The function $\text{canseep}$ determines if the automaton can seep into a phase $i$ from the active phases given by the power set location $p$. This is not possible if an event is required for entering phase $i$. Also, the previous phase must be active and not waiting.

\[
canseep : \text{Trace} \times \text{ran PowerSet} \times \mathbb{N} \rightarrow \mathbb{B}
\]

\[
\forall tr : \text{Trace}; \ p : \text{PowerSet}(tr) \bullet
\]

\[
\text{canseep}(tr, p, i) \iff i - 1 \in p.\text{in} \setminus p.\text{wait} \land
\]

\[
\emptyset \models tr(i).\text{entryEvents}
\]

The mechanism of seeping is crucial to create a stuttering invariant automaton. However, it complicates the construction and is responsible for the $\text{gteq}$ and $\text{less}$ flags. The following examples illustrate the use of $\text{canseep}$:
Example 5.6. The automaton for the above example $[A] \land [B]$ is given in figure 5.4. Note that there are three initial locations. If initially $\neg A$ holds, the location $\emptyset$ is entered: the automaton observed $[\neg A]$, which is not a prefix of the formula $[A] \land [B]$. If initially $A \land B$ holds, we enter location $\{1, 2\}$ because the interpretation satisfies both $[A]$ and $[A] \land [B]$. If $A \land \neg B$ holds we only enter location $\{1\}$. The invariant of this location also requires $\neg B$ and the edge to $\{1, 2\}$ must be taken as soon as $A \land B$ holds. The location $\{2\}$ is entered if $B \land \neg A$ holds and the previous location was $\{1\}$ or $\{1, 2\}$. The condition $B'$ was omitted from the corresponding edges as it is already implied by the invariant of the location $\{2\}$. However, the invariant does not require $\neg A$: We cannot reenter $\{1, 2\}$ as $A$ did not hold continuously from the beginning.

The state invariant of a location $p$ is the logical conjunction of the state expressions $tr(i).inv$ of all active phases $i \in p.in$ and the negation of the state expressions $tr(j).inv$ of all inactive phases $j$ for which $canseep(tr, p, j)$ is true. The location $\{1\}$ has the additional invariant $\neg B$ because $canseep(tr, \{1\}, 2)$ is true. The location $\{2\}$ does not have the condition $\neg A$ because $canseep(tr, \{2\}, 1)$ is false.

Example 5.7. If there is a lower bound for the first phase as in $[A] \land \ell > 1 \land [B]$ seeping into $B$ is only possible when the duration has expired. The corresponding automaton is depicted in figure 5.5. Note that the right four locations are identical to the four locations of the previous automaton.
The new location \( \{1^>\} \) does not require \( \neg B \), as the \( B \)-phase cannot be entered while \( c_1 < 1 \). The formula \( \text{canseep}(tr, \{1^>\}, 2) \) evaluates to false because 1 is in the set \( \text{wait} \). After one time unit, the automaton leaves the waiting location and switches to \( \{1\} \) or \( \{1, 2\} \) depending on the value of \( B \). For these locations the seeping rule applies.

As seen in the previous examples, sometimes phases are entered too early. In example 5.6, the second phase can be entered at time zero, even though \( A \) requires some positive duration. In example 5.7, the second phase can be entered at time 1, even though the first phase requires \( \ell > 1 \). Because of this, phases with a \( \text{greateq} \) time bound need special treatment. The following example illustrates the construction using the \( \text{gteq} \) flag.

**Example 5.8.** The automaton in figure 5.6 belongs to the counterexample trace \( [\text{true}] \prec [B] \land \ell \geq 2 \prec [\neg B] \). The first phase requires some non-zero duration, and thus if initially we start in phase 1 and phase 2 by seeping, then phase 2 is entered too early. Here location \( \{1, 2^>\} \) is an initial location although phase 2 cannot start immediately. However, it can be initially entered because \( \text{canseep}(tr, \{1\}, 2) \) holds. When the value of clock \( c_2 \) equals 2, the automaton has observed an interval where \( [B] \land \ell = 2 \) holds. However, the formula \( [\text{true}] \prec [B] \land \ell \geq 2 \) does not hold for this interval as it requires a length of more than 2 time units. Therefore, the automaton cannot switch to phase 3 from \( \{1, 2^>\} \) when \( c_2 = 2 \) and \( \neg B \) holds. On the other hand, if a non-empty interval where \( \neg B \) holds is
followed by an interval of exactly length 2 where $B$ holds, the automaton can directly switch from $\{1, 2\geq\}$ to $\{1, 3\}$ (and thus enter phase 3), when $c_2 = 2$. To distinguish these cases we need the two different locations $\{1, 2\geq\}$ and $\{1, 2>\}$.

The seeping rule also affects phases with upper bounds. This is illustrated by the following example:

**Example 5.9.** Consider the automaton for the formula $[A] \land \ell < 2$ in figure 5.7. If $A$ holds, the automaton does not only enter phase 1 but also phase 2 because an interval on which $[A]$ holds can be chopped into $[A] \land \ell < 2$. As long as $A$ holds, there is no need to measure any durations. Only when $\neg A$ is observed the first phase must be left and clock $c_2$ is used to measure the duration of phase 2.
The rule for a phase $i$ with an upper bound is as follows. As long as the formula $\text{canseep}(tr,p,i)$ holds, the clock $c_i$ is not used by the automaton. The transition from phase $i - 1$ to phase $i$ can be taken at any time, so the upper bound of phase $i$ can be fulfilled by taking the transition as late as possible. If seeping is not possible, for example, if phase $i - 1$ is no longer active, the clock $c_i$ is reset to check the upper bound of phase $i$. Only in this case, the clock is compared against the bound of phase $i$. The last condition in $\text{PowerSet}(tr)$ schema makes sure that the less flag is only set when $\neg \text{canseep}(tr,p,i)$ holds, i.e., $i - 1 \not\in p.in \setminus p.wait$ or $\emptyset \not\models tr(i).\text{entryEvents}$.

**Example 5.10.** When applying the previous rule, the clock is reset too late, sometimes. For example, consider the formula $[A] \land \ell < 1 \land \ell \leq 2$. The corresponding automaton, c.f. figure 5.8, starts in $\{1<,2\}$ if $A$ holds, because if phase 1 is active, phase 2 is also active due to seeping. It stays in this location as long as $A$ holds and $c_1 \leq 1$. Note that for a deterministic automaton, the clock invariant must not contain strict bounds. If $A$ continues to hold, the location is left after one time unit. At this time, clock $c_2$ is reset. However, the DC formula requires phase 2 to start earlier. The clock was reset too late. Now, $I, [0,t] \models [A] \land \ell < 1 \land \ell \leq 2$ holds only if $t < 3$. At time $t$, the clock $c_2$ has the value $t - 1$ so the DC formula is only accepted as long as $c_2 < 2$. Therefore, the less flag for phase 2 must be set in this case. On the other hand, if we have a different interpretation where at time $t < 1$ the predicate $A$ no longer holds, then the automaton enters location $\{2\}$ at time $t$ and the clock is reset at the right moment. In this case, the less flag is not set.
After a transition, a phase can be active for three different reasons: If it was active before, it keeps staying active if no forbidden events occur, and the upper bound is still satisfied. If the previous phase was complete, the phase can be entered. If the previous phase is active after the transition, a phase can be activated by seeping. For these three cases, the corresponding condition is computed by the following functions.

\[
\begin{align*}
\text{keep}, \text{enter}, \text{seep} : & \text{Trace} \times \text{ran PowerSet} \times \mathbb{N} \to (V' \cup A \cup C) \\
\forall tr : & \text{Trace}; p : \text{PowerSet}(tr); i : \mathbb{N} \bullet \text{keep}(tr, p, i) = [i \in p.\text{in}] \land \\
& \land \{ ev : tr(i).\text{forbidden} \land \neg ev \} \land (tr(i).\text{inv})' \land \\
& (\text{if } i \in \text{UB}(tr) \land \neg \text{canseep}(tr, p, i) \\
& \text{ then } c_i < tr(i).\text{bound} \text{ else } [\text{true}] \} \land \\
\text{enter}(tr, p, i) = & \text{complete}(tr, p, i - 1)' \land \\
& tr(i).\text{entryEvents} \land (tr(i).\text{inv})' \land \\
\text{seep}(tr, p, i) = & [\text{canseep}(tr, p, i)] \land (tr(i).\text{inv})'
\end{align*}
\]

A phase stays active (keep) if and only if it was active before, no forbidden event occurs, the post state still satisfies the invariant, and for phases with an upper bound, that bound must not have been reached, yet. A new phase is activated (enter) if and only if the previous phase is complete, the post state satisfies the invariant of the new phase, and all entry events occur. The automaton can seep into a phase if the condition canseep and the phase invariant hold.

Given a counterexample trace \( tr \), a location of the power set automaton \( p : \text{PowerSet}(tr) \) a set of clocks \( X : \mathbb{P} C \) that are reset, and a successor location of the automaton \( p' : \text{PowerSet}(tr) \), the function \( \text{guard} \) (depicted in figure 5.9) calculates the corresponding guard \( g \) of the edge \((p, g, X, p')\) in the power set automaton. A phase is active in the successor location \((p'.\text{in})\) if and only if at least one of the following is true: It stays active (keep), it is activated (enter), or it can be entered together with the previous phase by the seeping rule (seep). Note that the function seep takes the successor location \( p' \) as parameter.

If for a phase with a lower bound the keep condition holds, the clock is not reset. This is because the clock should continue accumulating the time the phase was active. If keep does not hold, but the phase is activated due to enter or seep, the clock needs to be reset to start measuring the duration of the phase. In this case, the phase must also be marked as waiting. A phase is also waiting if it was waiting before and the corresponding clock
\[ \text{guard} : \text{Trace} \times \text{ran} \text{PowerSet} \times \mathbb{P} \mathcal{C} \times \text{ran} \text{PowerSet} \rightarrow \mathcal{L}(V' \cup A \cup C) \]

\[
\forall \text{tr} : \text{Trace}; \ p : \text{PowerSet(tr)}; \ X : \mathbb{P} \mathcal{C}; \ p' : \text{PowerSet(tr)} \bullet \]

\[
\text{guard}(\text{tr}, p, X, p') = \forall \{i : \text{dom tr} \bullet
\]

\[
([i \in p'.in] \iff
\]

\[
(\text{keep}(\text{tr}, p, i) \lor \text{enter}(\text{tr}, p, i) \lor \text{seep}(\text{tr}, p', i)) \land
\]

\[
(\text{if } i \in \text{LB(tr)} \cap p'.in \text{ then}
\]

\[
([c_i \in X] \iff \neg \text{keep}(\text{tr}, p, i)) \land
\]

\[
([i \in p'.wait] \iff
\]

\[
[c_i \in X] \lor
\]

\[
([i \in p.wait] \land c_i < \text{tr}(i).\text{bound}) \land
\]

\[
([i \in p'.gteq] \iff
\]

\[
\text{if } c_i \in X \text{ then } \text{[tr}(i).\text{timeop} = \text{greaterequal}] \lor
\]

\[
\text{enter}(\text{tr}, p, i)
\]

\[
\text{else } [i \in p.gteq \land i \in p'.wait)] \land
\]

\[
[i \not\in p'.less]
\]

\[
\text{else if } i \in \text{UB(tr)} \cap p'.in \land \neg \text{canseep}(\text{tr}, p', i) \text{ then}
\]

\[
([c_i \in X] \iff \text{enter}(\text{tr}, p, i) \lor \text{canseep}(\text{tr}, p, i)] \land
\]

\[
([i \not\in p'.wait] \land [i \not\in p'.gteq] \land
\]

\[
([i \in p'.less] \iff
\]

\[
\text{if } c_i \in X \text{ then } \text{[tr}(i).\text{timeop} = \text{less}] \lor
\]

\[
\neg \text{enter}(\text{tr}, p, i)
\]

\[
\text{else } [i \in p.less)
\]

\[
\text{else } [c_i \not\in X] \land
\]

\[
[i \not\in p'.wait] \lor [i \not\in p'.gteq] \land [i \not\in p'.less)]
\]

Figure 5.9.: Definition of \text{guard}
has not reached its bound, yet. If the automaton enters a phase with a
\(\geq\) bound directly (by the \textit{enter} condition) this is remembered by the \textit{gteq}
flag. The flag is preserved if the automaton keeps staying in this phase as
long as the waiting flag is also set.

When the automaton is in location \(p'\) containing a phase \(i\) with an
upper bound and the clock is active, i.e., \(\neg\text{canseep}(tr, p', i)\), the clock
needs to be reset whenever the \textit{enter} condition holds. It also needs to be
reset if in the previous phase the clock was not yet active (\textit{canseep}(tr, p, i)
holds, but the \textit{enter} condition does not hold due to a violated \textit{entryEvents}
constraint). In the latter case the \textit{less} flag is set even for phases with a \(\leq\)
bound as the reset came too late: The phase \(i\) could have been entered at
any time during the previous location \(p\) as \textit{canseep}(tr, p, i) holds but not
at the moment the automaton takes the transition. To compensate this
we have to treat this phase as if it has a strict bound. Of course, the \textit{less}
flag always has to be set when entering a phase with a strict bound. If the
clock was not reset, the value of the \textit{less} flag has to be kept the same.

\textbf{Example 5.11.} We continue the example of the automaton in figure 5.3 by
calculating some guards for the trace

\[
\begin{align*}
\text{true}_1 & \land [A] \land \ell \geq 4 \land [B] \land \ell < 6
\end{align*}
\]

and the locations

\[
\begin{align*}
p_1 &= \{1\} = \{\| in \mapsto \{1\}, wait \mapsto \emptyset, gteq \mapsto \emptyset, less \mapsto \emptyset \} \\
p_2 &= \{1, 2 \geq, 3 <\} = \{\| in \mapsto \{1, 2, 3\}, wait \mapsto \{2\}, gteq \mapsto \{2\}, less \mapsto \{3\} \} \\
p_3 &= \{1, 3 <\} = \{\| in \mapsto \{1, 3\}, wait \mapsto \emptyset, gteq \mapsto \emptyset, less \mapsto \{3\} \}
\end{align*}
\]

\[
guard(tr, p_3, \emptyset, p_1) =
\begin{align*}
& ([1 \in p_1.in] \iff ')

\textit{keep}(tr, p_3, 1) '\lor' \textit{enter}(tr, p_3, 1) '\lor' \textit{seep}(tr, p_1, 1) '\land'

[c_1 \notin \emptyset] '\land' [1 \notin p_1.wait] '\land' [1 \notin p_1.gteq] '\land' [1 \notin p_1.less] '\land'

([2 \in p_1.in] \iff ')

\textit{keep}(tr, p_3, 2) '\lor' \textit{enter}(tr, p_3, 2) '\lor' \textit{seep}(tr, p_1, 2) '\land'

[c_2 \notin \emptyset] '\land' [2 \notin p_1.wait] '\land' [2 \notin p_1.gteq] '\land' [2 \notin p_1.less] '\land'

([3 \in p_1.in] \iff ')
\end{align*}
\]
\[ \text{keep}(tr, p_3, 3) \land (\lor \text{ keep}(tr, p_3, 3) \land (\lor \text{ seep}(tr, p_1, 3)) \land \]
\[ (c_3 \notin \emptyset) \land (3 \notin p_1.\text{wait}) \land (3 \notin p_1.\text{gteq}) \land (3 \notin p_1.\text{less}) \]
\[ = (\text{keep}(tr, p_3, 1) \land (\lor \text{ keep}(tr, p_3, 1) \land (\lor \text{ seep}(tr, p_1, 1))) \land \]
\[ (\neg (\text{keep}(tr, p_3, 2) \land (\lor \text{ seep}(tr, p_1, 2)))) \land \]
\[ (\neg (\text{keep}(tr, p_3, 3) \land (\lor \text{ seep}(tr, p_1, 3)))) \land \]
\[ = ([\text{true}] \land (\lor \text{ false} \land (\lor \text{ false})) \land \]
\[ \neg (c_3 < 6 \land \text{false} \land (\lor \text{false})) \land \]
\[ = [\neg (A \land \neg A) \land \neg (c_3 < 6 \land \text{false})] \land \]
\[ = \neg A \land (c_3 \geq 6 \lor \neg B) \land \]
\[ \text{guard}(tr, p_2, \emptyset, p_1) =
\[ [(1 \in p_1.\text{in}) \iff \]
\[ \text{keep}(tr, p_2, 1) \land (\lor \text{ keep}(tr, p_2, 1) \land (\lor \text{ seep}(tr, p_2, 1))) \land \]
\[ (c_2 \notin \emptyset) \land [1 \notin p_1.\text{wait}] \land [1 \notin p_1.\text{gteq}] \land [1 \notin p_1.\text{less}] \land \]
\[ (2 \notin p_1.in \iff \]
\[ \text{keep}(tr, p_2, 2) \land (\lor \text{ keep}(tr, p_2, 2) \land (\lor \text{ seep}(tr, p_2, 2))) \land \]
\[ (c_2 \notin \emptyset) \land [2 \notin p_1.\text{wait}] \land [2 \notin p_1.\text{gteq}] \land [2 \notin p_1.\text{less}] \land \]
\[ (3 \notin p_1.in \iff \]
\[ \text{keep}(tr, p_2, 3) \land (\lor \text{ keep}(tr, p_2, 3) \land (\lor \text{ seep}(tr, p_2, 3))) \land \]
\[ (c_3 \notin \emptyset) \land [3 \notin p_1.\text{wait}] \land [3 \notin p_1.\text{gteq}] \land [3 \notin p_1.\text{less}] \land \]
\[ = (\text{keep}(tr, p_2, 1) \land (\lor \text{ keep}(tr, p_2, 1) \land (\lor \text{ seep}(tr, p_2, 1))) \land \]
\[ (\neg (\text{keep}(tr, p_2, 2) \land (\lor \text{ seep}(tr, p_2, 2)))) \land \]
\[ (\neg (\text{keep}(tr, p_2, 3) \land (\lor \text{ seep}(tr, p_2, 3)))) \land \]
\[ = ([\text{true}] \land (\lor \text{ false} \land (\lor \text{ false})) \land \]
\[ \neg ((c_2 < 4 \land A) \land (\lor \text{ A} \land \lor A') \land \]
\[ \neg ((c_3 < 6 \land B') \land (c_2 \geq 4 \land B') \land (\lor \text{false})) \land \]
\[ = [\text{true}] \land (\neg A \land (\neg (B' \land (c_3 < 6 \land c_2 \geq 4))) \land \]
\[ = \neg A' \land (c_3 \geq 6 \lor (c_2 < 4) \lor \neg B') \land \]

The guards in figure 5.3 were further simplified by omitting ‘\neg A’, which is already implied by the invariant of p1.
The following function computes the guard on the initial edge for each location of the automaton $p : \text{PowerSet}(tr)$.

$$
\text{init} : \text{Trace} \times \text{ran PowerSet} \rightarrow \mathcal{L}(V')
$$

\[
\text{init}(tr, p) =
\begin{align*}
\text{if } p.\text{wait} &= p.\text{in} \cap \text{LB}(tr) \\
&\land p.\text{less} = \text{if } tr(1).\text{timeop} = \text{less} \text{ then } \{1\} \text{ else } \emptyset \\
&\land p.\text{gteq} = \{i : p.\text{wait} \bullet tr(i).\text{timeop} = \text{greaterequal} \\
&\quad \land (\forall j : 1..(i - 1) \bullet tr(j).\text{allowEmpty})\} \\
\text{then } '\bigwedge ' i : \text{dom } tr \bullet \\
&\quad ([i \in p.\text{in}] \iff tr(i).\text{inv} '\land' ([i = 1 \lor \text{canseep}(tr, p, i)]) \\
\text{else } [\text{false}]
\end{align*}
\]

In the initial location, all active phases with a lower bound must be in the waiting set. The \text{less} flag for the first phase is set if and only if the phase has a less bound. For all other phases with an upper bound, \text{canseep}(tr, p, i) holds, so the clock is not yet started. The \text{gteq} flag must be set for all phases with a greaterequal bound that can be entered immediately. This is the case when all previous phases (if there are any) hold for the point interval. If any of these conditions is violated, \text{init}(tr, p) is set to [\text{false}]. Otherwise a phase is active in the initial location if and only if its invariant is satisfied and it is either the first phase or the seep condition holds.

The power set automaton $A(tr)$ of a trace $tr \in \text{Trace}$ is defined as follows:

\[
\begin{align*}
\mathcal{A}(tr : \text{Trace}) &
\begin{align*}
P &= \text{PowerSet}(tr) \\
C &= \{i : \text{UB}(tr) \cup \text{LB}(tr) \bullet c_i\} \\
E &= \{p : P; X : \mathbb{P}(C); p' : P \mid \text{guard}(tr, p, X, p') \neq [\text{false}] \\
&\quad \bullet (p, \text{guard}(tr, p, X, p'), X, p')\} \\
s : P \rightarrow \mathcal{L}(V) \\
I : P \rightarrow \mathcal{L}(C) \\
E_0 &= \{p : P \mid \text{init}(tr, p) \neq [\text{false}] \bullet \text{init}(tr, p) \mapsto p\}
\end{align*}
\end{align*}
\]

\[
\begin{align*}
\forall p : P \bullet s(p) &= '\bigwedge '\{i : p.\text{in} \bullet tr(i).\text{inv} '\land' \\
&'\bigwedge '\{i : \text{dom } tr \setminus p.\text{in} \mid \text{canseep}(tr, p, i) \bullet '\neg' tr(i).\text{inv}\}
\end{align*}
\]

\[
\begin{align*}
\forall p : P \bullet I(p) &= '\bigwedge '\{i : p.\text{in} \mid i \in p.\text{wait} \lor \\
&\quad (i \in \text{UB}(tr) \land '\neg' \text{canseep}(tr, p, i)) \bullet \\
&\quad c_i \leq tr(i).\text{bound}\}
\end{align*}
\]
The locations of the automaton are given by the schema $PowerSet(tr)$ as mentioned before. For each phase $i$ with an upper or lower bound there is a clock $c_i \in C$. The edges are determined by the guard predicate we just defined: If $guard(tr,p,X,p')$ is not equal to $[false]$, the edge $(p,guard(tr,p,X,p'),X,p')$ is added. Likewise for each location $p$ where $init(tr,p)$ is not equal to $[false]$ the corresponding initial edge $(init(tr,p),p)$ is in $E_0$. The state invariant $s(p)$ makes sure that the invariants of all active phases are satisfied and that all invariants of all inactive phases that can be entered by the seeping rule are not satisfied. The clock invariant $I(p)$ checks the clocks for all waiting phases and for all active phases with an upper bound. As mentioned earlier, the clock is only checked for phases with an upper bound if $\neg canseep(tr,p,i)$ holds.

Note that $guard(tr,p,X,p')$ (respectively $init(tr,p)$) can often be simplified by taking the invariant of the new location $s(p') \land I(p')$ (respectively $s(p)$) into account. In fact, there is only one case where $init(tr,p) \neq [false]$ and $init(tr,p) \neq s(p)$: if $tr(1).inv \neq [true]$ then $init(\emptyset) = \neg tr(1).inv$.

Our next goal is to prove that the automaton is stuttering invariant. Because of the seeping rule, no new locations can be entered by stuttering steps. Whenever a phase can be entered by a stuttering step, there is no entering event required and $canseep$ holds. Hence, the phase was already active before due to seeping. This is shown by the following auxiliary lemma. It states that if a phase $i$ is complete in location $p$, and the next phase $i + 1$ can be entered without any events occurring, and the clock invariant of location $p$ holds strictly, the formula $canseep(tr,p,i+1)$ holds.

**Lemma 5.12.** Let $p$ be a location of the power set automaton and $i \in dom(tr)$ some phase. Then

$$(\forall e : A \bullet \neg e) \land s(p) \land strict(I(p))$$

$$\land complete(tr,p,i) \land tr(i+1).entryEvents \Rightarrow canseep(tr,p,i+1)$$

**Proof.** Proof by induction over $i$: If $i \notin p.in$ then from $complete(tr,p,i)$, we have $i > 1$, $tr(i).allowEmpty$, $tr(i).entryEvents$, $complete(tr,p,i-1)$. Thus $canseep(tr,p,i)$ holds by the induction hypothesis. Moreover, from $tr(i).allowEmpty$, we have $tr(i).inv = [true]$ by definition of $PhaseSpec$. With $i \notin p.in$ and $canseep(tr,p,i)$, we have $s(p) = [false]$ by definition of the power set automaton $A(tr)$. This is a contradiction so $i \notin p.in$.

If $i \in p.in$ and $i \in p.wait$ holds, then $i \in LB(tr)$ holds, i.e., $tr(i).timeop$ is greater or greater equal. Hence, $\neg tr(i).allowEmpty$ holds by definition of $PhaseSpec$. Since $complete(tr,p,i)$ holds, $i \in p.gteq$ holds and
complete(tr, p, i) = (ci >= tr(i).bound). However, strict(I(p)) requires
\( c_i < tr(i).bound \). Again, this is a contradiction. Therefore, \( i \in p.in \setminus p.wait \).

From \((\forall e : A \not\rightarrow e) \land tr(i + 1).entryEvents \) follows
\[ \varnothing \models tr(i + 1).entryEvents. \]

With \( i \in p.in \setminus p.wait \), this yields cansee(tr, p, i + 1).

\[ \text{Lemma 5.13. The automaton is stuttering invariant: For each location } p \in P \text{ the following formula holds:} \]
\[ (\forall x : V \bullet x = x') \land (\forall e : A \bullet \neg e) \land s(p) \land strict(I(p)) \]
\[ \Rightarrow guard(p, g, X, p). \]

\[ \text{Proof.} \text{ We prove for all } i \text{ that each conjunct of } guard(tr, p, \varnothing, p) \text{ holds.} \]

The first conjunct
\[ [i \in p.in] \Leftrightarrow keep(tr, p, i) \lor enter(tr, p, i) \lor seep(tr, p, i) \]
is implied by the following formulae that we show below:
\[ \text{keep}(tr, p, i) \Leftrightarrow [i \in p.in] \]  \hspace{1cm} (5.4)
\[ \text{seep}(tr, p, i) \Rightarrow \text{cansee}(tr, p, i) \land (tr(i).inv)' \]  \hspace{1cm} (5.5)
\[ \text{enter}(tr, p, i) \Rightarrow \text{cansee}(tr, p, i) \land (tr(i).inv)' \]  \hspace{1cm} (5.6)
\[ \text{cansee}(tr, p, i) \land (tr(i).inv)' \Rightarrow [i \in p.in] \]  \hspace{1cm} (5.7)

If \( i \notin p.in \) then
\[ \text{keep}(tr, p, i) = [i \in p.in] \land \left( \text{ev : tr(i).forbidden} \not\rightarrow \text{ev} \right) \]
\[ \land (tr(i).inv)' \land \]
\[ \left( \text{if } i \in UB(tr) \land \neg \text{cansee}(tr, p, i) \text{ then } c_i < tr(i).bound \right. \]
\[ \text{else } \text{true} \left. \right) \]
is false by definition. On the other hand, if \( i \in p.in \) then \( \land \left( \text{ev : tr(i).forbidden} \not\rightarrow \text{ev} \right) \) follows from \((\forall e : A \not\rightarrow e)\). The formula \( (tr(i).inv)' \) follows from \( s(p) \) and \( \forall x : V \bullet x = x' \). If \( i \in UB(tr) \land
\(\neg \text{canseep}(tr, p, i)\) then \(c_i < tr(i).\text{bound}\) follows from \(\text{strict}(I(p))\). This proves (5.4).

Formula (5.5) follows directly from the definition of \(\text{seep}(tr, p, i)\). From the definition of \(\text{enter}(tr, p, i)\) and lemma 5.12, we get (5.6):

\[
\text{enter}(tr, p, i) \Rightarrow \text{complete}(tr, p, i - 1) \land tr(i).\text{entryEvents} \land (tr(i).\text{inv})' \Rightarrow \text{canseep}(tr, p, i) \land (tr(i).\text{inv})'.
\]

Now assume that \((tr(i).\text{inv})'\) and \(\text{canseep}(tr, p, i)\) hold. From \(s(p)\) and \(\forall x : V \bullet x = x'\), it follows that \(s(p)'\) holds. If \(i \notin p.\text{in} \cdot s(p)'\) and \(\text{canseep}(tr, p, i)\) would imply \(\neg (tr(i).\text{inv})'\). Therefore, \(i \notin p.\text{in}\) leads to a contradiction. This proves formula (5.7).

If \(i \in \text{LB}(tr) \cap p.\text{in}\) the other conjuncts of \(\text{guard}(tr, p, \emptyset, p)\) are:

\[
\begin{align*}
[c_i \in \emptyset] & \iff \neg' \text{keep}(tr, p, i) \quad \text{(5.8)} \\
[i \in p.\text{wait}] & \iff [c_i \in \emptyset] \lor ([i \in p.\text{wait}] \land c_i < tr(i).\text{bound}) \quad \text{(5.9)} \\
[i \in p.\text{gteq}] & \iff [i \in p.\text{gteq} \land i \in p.\text{wait}], \\
[i \notin p.\text{less}] . \quad \text{(5.11)}
\end{align*}
\]

From (5.4) follows \(\text{keep}(tr, p, i)\) hence (5.8) holds because both sides are false. From \(\text{strict}(I(p))\), we have that \(i \in p.\text{wait}\) implies \(c_i < tr(i).\text{bound}\). Thus, (5.9) holds. Because \(c_i \notin \emptyset\) and \(p.\text{gteq} \subseteq p.\text{wait}\) formula (5.10) simplifies to

\[
[i \in p.\text{gteq}] \iff [i \in p.\text{gteq}].
\]

Finally, (5.11) is true because \(i \in \text{LB}(tr)\), and \(p.\text{less} \subseteq \text{UB}(tr)\) by definition of \(\text{PowerSet}(tr)\).

If \(i \in \text{UB}(tr) \cap p.\text{in}\) and \(\neg \text{canseep}(tr, p, i)\) holds, then we need to show:

\[
\begin{align*}
[c_i \in \emptyset] & \iff \text{enter}(tr, p, i) \lor [\text{canseep}(tr, p, i)'], \quad \text{(5.12)} \\
[i \notin p.\text{wait}] & \iff [i \notin p.\text{gteq}], \quad \text{(5.13)} \\
[i \in p.\text{less}] & \iff [i \in p.\text{less}], \\
\text{if } c_i \in \emptyset \text{ then } [tr(i).\text{timeop} = \text{less} \lor \neg \text{enter}(tr, p, i)] \quad \text{(5.14)} \\
\text{else } [i \in p.\text{less}].
\end{align*}
\]

From (5.6) and \(\neg \text{canseep}(tr, p, i)\) follows that \(\text{enter}(tr, p, i)\) does not hold. Hence (5.12) is true because both sides are false. From \(i \in \text{UB}(tr)\) and
$p.gteq \subseteq p.wait \subseteq LB(tr)$, we have (5.13). Finally, formula (5.14) simplifies to

\[ [i \in p.less] \Leftrightarrow [i \in p.less], \]

which is trivially true.

If neither $i \in LB(tr) \cap p.in$ nor $i \in UB(tr) \cap p.in \land \neg canseep(tr, p, i)$ we have from the invariant of $PowerSet(tr)$, that $i \notin p.wait \land i \notin p.gteq \land i \notin p.less$.

Now, we prove that the power set automaton is also deterministic. This is very useful: It guarantees that there is a run for each interpretation and that all runs only differ in duration and the number of stuttering steps.

**Lemma 5.14.** The automaton is deterministic.

**Proof.** We prove the three parts of definition 4.20 separately:

1. For each valuation $\beta$, there is exactly one location $p \in PowerSet(tr)$ with $\beta \models s(p)$ and $\beta \models init(tr, p)$. This unique location corresponds to the unique initial edge $(init(tr, p), p) \in E_0$.

Location $p$ can be constructed as follows: Start with $p.in = p.wait = p.less = p.gteq = \emptyset$ and $i = 1$. Then execute the following steps:

   (1) Add $i$ to $p.in$ if (and only if)

   \[ \beta \models tr(i).inv \land \left[i = 1 \lor canseep(tr, p, i)\right] \quad (5.15) \]

   holds. Note that $canseep(tr, p, i)$ only depends on $i - 1 \in p.in \setminus p.wait$, which has been computed before.

   (2) Add $i$ to $p.wait$ if $i \in p.in \cap LB(tr)$ holds.

   (3) Add $i$ to $p.gteq$ if $i \in p.wait$ and $tr(i).timeop = greaterequal$ hold and $tr(j).allowEmpty$ holds for all $j < i$.

   (4) Add $i$ to $p.less$ if $i = 1$ and $tr(1).timeop = less$ hold.

   (5) Increase $i$ and go to step (1) if $i \leq \#tr$ holds.

This procedure gives us a state $p$ such that $\beta \models init(tr, p)$ holds. Note that this state is unique. For example, if $i$ is not added to $p.in$ in step (1) although (5.15) holds, $init(tr, p)$ cannot hold for valuation $\beta$, because it contains the conjunct

\[ [i \in tr(i).inv] \Leftrightarrow tr(i).inv \land \left[i = 1 \lor canseep(tr, p, i)\right]. \]
Similarly, if $i$ is added to $p.in$ although (5.15) does not hold. Step (1) also guarantees that $\beta \models s(p)$ holds.

If $p$ is constructed as above, it is indeed a location that fulfils the invariant of the schema $\textit{PowerSet}(tr)$. It was constructed such that $p.wait = p.in \cap LB(tr)$, $p.gteq \subseteq p.wait$, and if $i \in p.less$ then $i = 1$, $1 \in UB(tr)$ and $0 \notin p.wait \setminus p.in$.

2. For each location $p \in \mathcal{P}$ and each pair of state valuations $\beta_1, \beta_2 \in \mathcal{Val}(V)$, $Y \in \mathcal{P}A$, and $\gamma \in \mathcal{Val}(C)$ there is exactly one $X \in \mathcal{P}C$ and one location $p' \in \mathcal{P}$ such that $\beta_1, \beta_2', Y, \gamma \models \text{guard}(tr, p, X, p')$ holds. This gives the unique edge $(p, \text{guard}(tr, p, X, p'), X, p') \in E$. The set $X$ and location $p'$ can be constructed as follows. Start with $X = p'.in = p'.wait = p'.less = p'.gteq = \emptyset$ and $i = 1$. Then execute the following steps:

1. Add $i$ to $p'.in$ if and only if
   \[
   \beta_1, \beta_2', Y, \gamma \models \text{keep}(tr, p, i) \lor \text{enter}(tr, p, i) \lor \text{seep}(tr, p', i)
   \]
   holds. Note that $\text{seep}(tr, p', i)$ only depends on $tr, i$ and $i - 1 \in p'.in \setminus p'.wait$. The latter has already been computed.

2. If $i \in LB(tr) \cap p'.in$ does not hold continue with step (7).

3. Add $c_i$ to $X$ iff $\neg \text{keep}(tr, p, i)$ holds.

4. Add $i$ to $p'.wait$ if and only if:
   \[
   \beta_1, \beta_2', Y, \gamma \models [c_i \in X] \lor ([i \in p.wait] \land c_i < tr(i).\text{bound}).
   \]

5. Add $i$ to $p'.gteq$ if and only if
   \[
   \beta_1, \beta_2', Y, \gamma \models
   \begin{cases}
   [tr(i).\text{timeop} = \text{greaterequal}] \land \text{enter}(tr, p, i) & \text{if } c_i \in X \\
   [i \in p.gteq \land i \in p'.wait] & \text{else}
   \end{cases}
   \]

6. Go to step (10).

7. If $i \in UB(tr) \cap p'.in \land \neg \text{canseep}(tr, p', i)$ does not hold continue with step (10).

8. Add $c_i$ to $X$ iff $\text{enter}(tr, p, i) \lor [\text{canseep}(tr, p, i)]$ holds.
(9) Add \( i \) to \( p'.less \) if and only if
\[
\beta_1, \beta'_2, Y, \gamma \models \\
\text{if } c_i \in X \text{ then } \left[ \text{tr}(i).timeop = \text{less} \right] \lor \left( \text{'\lor'} \neg \text{enter(tr, p, i)} \right) \\
\text{else } \left[ i \in p.less \right].
\]

(10) Increase \( i \) and go to step (1) if \( i \leq \#tr \).

To evaluate the conditions, the algorithm uses only the part of the set \( X \) and state \( p' \) that has been computed in the preceding steps. Each step of the algorithm corresponds to a conjunct of \( \text{guard(tr, p, X, p')} \). This conjunct evaluates to true if \( p' \) and \( X \) were constructed as above. Furthermore, if at some step a different value for \( p' \) or \( X \) would be chosen, the corresponding conjunct evaluates to \( false \). Hence this algorithm computes a unique solution for \( p' \) and \( X \) such that \( \text{guard(tr, p, X, p')} \) is true.

The computed location \( p' \) is indeed a valid location satisfying the invariant of \( \text{PowerSet(tr)} \). If \( i \notin p'.in \cap LB(tr) \) the algorithm skips step (3–6), hence \( i \notin p'.wait \). Thus, \( p'.wait \subseteq p'.in \cap LB(tr) \). Similarly, \( i \) is only added to \( p'.gteq \) in step (5) if \( c_i \in X \) or \( i \in p'.wait \). If \( c_i \in X \), \( i \) was added to \( p'.wait \) in step (4). Hence, \( p'.gteq \subseteq p'.wait \).

If \( i \in p'.less \), then \( i \) was added in step (9). This step is only reachable if \( i \in UB(tr) \cap (p'.in) \) and \( \neg \text{canseept(tr, p', i)} \) in step (7). The latter implies \( i - 1 \notin p'.in \setminus p'.wait \lor \emptyset \notin \text{tr(i).entryEvents} \), as required by the invariant of \( \text{PowerSet(tr)} \).

3. The clock invariant \( I(p) \) is always a conjunction of \( c_i \leq \text{tr}(i).\text{bound} \) by definition.

The following lemma shows that whenever \( \text{complete(tr, p, i)} \) holds, then for the corresponding DC interpretation and interval, \( \text{Prefix}(i, tr) \) holds. Furthermore, when a phase \( i \) is active \( (i \in p.in) \) then formula \( \text{Prefix}(i, tr) \) holds, except that the condition \( \ell \sim \text{tr}(i).\text{bound} \) does not need to hold. If the clock is active, the duration of that interval roughly equals the value of the clock \( \gamma_n(c_i) + t_n \). However, it may be smaller or larger if the clock was reset too early or too late.
Lemma 5.15. Given an interpretation \( I \) and a matching run
\[
\text{run} = ((p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n), \ldots)
\]
of the power set automaton. Then for all steps \( n \) of the run and all \( i \in \text{dom} \ tr \):

1. If \( i \in p_n.\text{in} \) then for some \( \text{len} > 0 \):
\[
I, \left[ 0, \sum_{j=0}^{n} t_j \right] \models \text{Prefix}(i - 1, tr) \land \text{entryEvents} \land
\text{tr}(i).\text{inv} \land \ell = \text{len} \land \bigwedge_{ev : \text{tr}(i).\text{forbidden}} \bullet \Box ev
\]

Furthermore, the variable \( \text{len} \) can be chosen such that the following side-conditions hold:

(a) If \( i \in \text{LB} \) and \( i \not\in p_n.\text{wait} \) then (5.16) holds for some \( \text{len} > \text{tr}(i).\text{bound} \).
(b) If \( i \in p_n.\text{wait} \) then for all \( \epsilon > 0 \), it holds for some \( \text{len} > \gamma_n(c_i) + t_n - \epsilon \).
(c) If \( i \in p_n.\text{gteq} \) it holds for \( \text{len} = \gamma_n(c_i) + t_n \).
(d) If \( i \in \text{UB} \land \text{cansee}(tr, p_n, i) \) then for all \( \epsilon > 0 \), (5.16) holds for some \( \text{len} < \epsilon \).
(e) If \( i \in \text{UB} \land \lnot \text{cansee}(tr, p_n, i) \) then it holds for some \( \text{len} < \gamma_n(c_i) + t_n + \epsilon \).
(f) If \( i \in \text{UB} \land \lnot \text{cansee}(tr, p_n, i) \land i \not\in p_n.\text{less} \) then it holds for \( \text{len} = \gamma_n(c_i) + t_n \).

2. If \( \gamma_n + t_n, Y_n+1 \models \text{complete}(tr, p_n, i) \) then
\[
I, \left[ 0, \sum_{j=0}^{n} t_j \right] \models \text{Prefix}(i, tr).
\]

Proof. We show both parts by simultaneous induction over \( n \) and \( i \); the well-ordering used for induction is the component-wise ordering of \( (n, i) \). Firstly, we show part 1 under the assumption that the induction hypothesis holds for both parts of the lemma. Secondly, we show that part 2 is implied by part 1.
1. We assume $i \in p_n.in$.

Assume $n = 1$ and $i = 1$. The initial edge $(init(tr, p_1), p_1) \in E_0$ is taken by the automaton. Hence, $\beta_1 \models init(tr, p_1)$ holds. Because $i \in p_1.in$, this implies $\beta_1 \models s(p_1)$. Therefore, formula (5.16) holds for $\text{len} = t_1$. Since $\gamma_1(c_i) = 0$, we have $\text{len} = \gamma_1(c_i) + t_1$. Hence, (c) and (f) hold. Also $\text{len} > \gamma_1(c_i) + t_1 - \varepsilon$ and $\text{len} < \gamma_1(c_i) + t_1 + \varepsilon$ for all $\varepsilon > 0$. Hence, (b) and (e). If $i \in LB$ holds, we can deduce $i \in p_1.wait$ because otherwise $init(tr, p_1)$ would be false. Hence, (a) is vacuously true. Note that by definition, $\text{cansee}(tr, p_1, 1)$ never holds. Hence, (d) is vacuously true.

Assume $n = 1$ and $i > 1$. The definition of $init$ requires that $\text{cansee}(tr, p_1, i)$ holds. Therefore, we have $i - 1 \in p_1.in \setminus p_1.wait$. If $i - 1 \in p_1.less$ holds, the invariant $I(p_1)$ asserts that $\gamma_1(c_i) + t_1 \leq tr(i).\text{bound}$. Therefore, for each $t$ with $0 < t < t_1$, $\gamma_1(c_i) + t, \emptyset \models \text{complete}(tr, p_1, i - 1)$ holds. The induction hypothesis for part 2. and $n = 1$ and $i - 1$ applied on the stuttering run

$$run' = \langle (p_1, Y_1, \beta_1, \gamma_1, t), (p_1, \emptyset, \beta_1, \gamma_1 + t, t_1 - t), \ldots \rangle$$

yields $I, [0, t] \models \text{Prefix}(i - 1, tr)$. From $\text{cansee}(tr, p_1, i)$, we have $\emptyset \models tr(i).entryEvents$. From $\beta_1 \models s(p_1)$ and $i \in p_1.in$, we have $\beta_1 \models tr(i).\text{inv}$. Therefore, (5.16) holds for $\text{len} = t_1 - t = \gamma_1(c_i) + t_1 - t$.

Consider the further conditions on $\text{len}$. Case (a) is vacuously true since $i \in LB$ implies $i \in p_1.wait$ by definition of $init$. For (b), choose for $\varepsilon > 0$ some $t < \varepsilon$ yielding $\text{len} > \gamma_1(c_i) + t_1 - \varepsilon$. To prove (d), choose some $t > t_1 - \varepsilon$ yielding $\text{len} < \varepsilon$. Since $\text{cansee}(tr, p_1, i)$ holds, (e) and (f) hold vacuously. If $i \in p_1.gteq$, then by definition of $init$ for all $j < i tr(j).allowEmpty$ hold. Thus, $Prefix(i - 1, tr)$ holds on the interval $[0, 0]$ and (5.16) holds for $\text{len} = t_1 = \gamma_1(c_i) + t_1$. Hence, (c) holds.

Now, assume $n > 1$. There is an edge $(p_{n-1}, g, X, p_n)$ of the automaton with $\beta_{n-1, 1}, \beta'_n, \gamma_{n-1} + t_{n-1}, Y_n \models g$.

For the power set automaton we have $g = guard(tr, p_{n-1}, X, p_n)$. If $i \in p_{n}.in$ then by definition of $guard$:

$$\beta_{n-1, 1}, \beta'_n, \gamma_{n-1} + t_{n-1}, Y_n \models$$

$$keep(tr, p_{n-1}, i) \lor enter(tr, p_{n-1}, i) \lor seep(tr, p_n, i)$$
We distinguish the three cases:

**keep** If $\text{keep}(tr, p_{n-1}, i)$ holds then $i \in p_{n-1}$. By induction hypothesis

$$\mathcal{I}, \left[0, \sum_{j=0}^{n-1} t_j\right] = \text{Prefix}(i - 1, tr) \land \text{tr}(i).entryEvents \land$$

$$([\text{tr}(i).inv] \lor \text{tr}(i).allowEmpty) \land$$

$$\ell = \text{len}' \land \bigwedge_{\text{ev} : \text{tr}(i).forbidden} \bullet \Box \text{ev}$$

(5.17)

The formula $\text{keep}(tr, p_{n-1}, i)$ requires that no forbidden events occur in $Y_n$ and that $\text{tr}(i).inv$ holds in $\beta_n$. Therefore, (5.16) holds for $\text{len} = \text{len}' + t_n$. It remains to be shown that $\text{len}'$ can be chosen such that $\text{len} = \text{len}' + t_n$ fulfills the side-conditions.

If $i \in \text{LB}$ then $c_i \not\in X$ by definition of $\text{guard}$. Thus, $\gamma_n(c_i) = \gamma_{n-1}(c_i) + t_{n-1}$. Since $c_i \not\in X$, $\text{guard}(tr, p, X, p')$ implies

$$[i \in p'.\text{wait}] \Leftrightarrow [i \in p.\text{wait}] \land c_i < \text{tr}(i).\text{bound}.$$ 

If $i \not\in p_n.\text{wait}$, then either $i \not\in p_{n-1}.\text{wait}$, or $i \in p_{n-1}.\text{wait}$ and $\gamma_{n-1}(c_i) + t_{n-1}) \models c_i \geq \text{tr}(i).\text{bound}$. In the former case (5.17) holds for some $\text{len}' > \text{tr}(i).\text{bound}$ by (a). In the latter case, we can choose $\varepsilon = t_n$ and (5.17) holds for some $\text{len}' > \gamma_{n-1}(c_i) + t_{n-1} - t_n \geq \text{tr}(i).\text{bound} - t_n$.

Therefore, in both case $\text{len} = \text{len}' + t_n > \text{tr}(i).\text{bound}$, which means that (a) holds. If $i \in p_n.\text{wait}$ then $i \in p_{n-1}.\text{wait}$ by definition of $\text{guard}$. For each $\varepsilon > 0$ there is some $\text{len}' > \gamma_{n-1}(c_i) + t_{n-1} - \varepsilon = \gamma_n(c_i) - \varepsilon$. Then $\text{len} > \gamma_n(c_i) + t_n - \varepsilon$. Therefore (b) holds. If $i \in p_n.\text{gteq}$ then $i \in p_{n-1}.\text{gteq}$ by definition of $\text{guard}$. Hence, the induction hypothesis yields $\text{len}' = \gamma_{n-1}(c_i) + t_{n-1} = \gamma_n(c_i)$. Therefore, $\text{len} = \gamma_n(c_i) + t_n$, as required by (c).

Now consider $i \in \text{UB}$: Assume $\neg \text{cansee}(tr, p_n, i)$ holds; the other case is proven in section **seeep**. Therefore, only (e) and (f) have to be considered. The formula $\text{guard}(tr, p_{n-1}, i, p_n)$ implies

$$[c_i \in X] \Leftrightarrow \text{enter}(tr, p_{n-1}, i) \lor [\text{cansee}(tr, p_{n-1}, i)].$$

(5.18)
We consider the case \( c_i \in X \) and \( c_i \notin X \) separately.

If \( c_i \in X \), then \( \gamma_n(c_i) = 0 \). If \( \text{enter}(tr, p_{n-1}, i) \) holds the property is proven in section \textbf{enter}. Otherwise, formula (5.18) implies \( \text{canseep}(tr, p_{n-1}, i) \). By induction hypothesis for each \( \varepsilon > 0 \) there is a \( \text{len}' < \varepsilon \) such that (5.17) holds. This yields \( \text{len} < t_n + \varepsilon = \gamma_n(c_i) + t_n + \varepsilon \). Thus, (e) holds. From \( c_i \in X \) and \( \neg \text{enter}(tr, p_{n-1}, i) \) follows \( i \in p_n.\text{less} \) by definition of \textit{guard}. Thus, (f) holds vacuously.

If \( c_i \notin X \) then \( \neg \text{canseep}(tr, p_{n-1}, i) \) holds. Since \( c_i \) is not reset we have \( \gamma_n(c_i) = \gamma_{n-1}(c_i) + t_{n-1} \). The induction hypothesis gives for each \( \varepsilon > 0 \) some \( \text{len}' < \gamma_{n-1}(c_i) + t_{n-1} + \varepsilon = \gamma_n(c_i) + \varepsilon \) with (5.17). Thus, \( \text{len} < \gamma_n(c_i) + t_n + \varepsilon \) holds, as required by the condition (e). If additionally \( i \notin p_n.\text{less} \), then \( i \notin p_{n-1}.\text{less} \) by definition of \textit{guard}. Therefore, the induction hypothesis yields \( \text{len}' = \gamma_{n-1}(c_i) + t_{n-1} \), which implies \( \text{len} = \gamma_n(c_i) + t_n \). Thus, the condition (f) holds.

\textbf{enter} If \( \text{enter}(tr, p_{n-1}, i) \) holds then

\[
\gamma_{n-1} + t_{n-1}, Y_n \models \text{complete}(tr, p_{n-1}, i - 1).
\]

By using the induction hypothesis for part 2. and \( n-1 \) and \( i-1 \), we get

\[
\left[ 0, \sum_{j=0}^{n-1} t_j \right] \models \text{Prefix}(i-1, tr).
\]

Furthermore, \( Y_n \models tr(i).\text{entryEvents} \) and \( \beta_n \models tr(i).\text{inv} \) hence (5.16) holds for \( \text{len} = t_n \).

If \( i \in LB \) we can assume \( \neg \text{keep}(tr, p_{n-1}, i) \), as we proved the other case above. By definition of \textit{guard}, \( c_i \in X \) and \( i \in p_n.\text{wait} \) hold. Hence (a) holds vacuously. We have \( \text{len} = t_n = \gamma_n(c_i) + t_n \) and \( \text{len} > \gamma_n(c_i) + t_n - \varepsilon \) for all \( \varepsilon > 0 \). Thus, (b) and (c) hold.

If \( i \in UB \) we assume \( \neg \text{canseep}(tr, p_n, i) \). The other case is proved in section \textbf{seep} below. By definition of \textit{guard}, \( c_i \in X \) holds. Therefore, \( \text{len} = t_n = \gamma_n(c_i) + t_n \). Thus, (f) holds. Furthermore, \( \text{len} < \gamma_n(c_i) + t_n + \varepsilon \) for all \( \varepsilon > 0 \). Thus, (e) holds.

\textbf{seep} From \( \text{canseep}(tr, p_n, i) \), we have \( i-1 \in p_n.\text{in} \setminus p_n.\text{wait} \). If \( i-1 \in p_n.\text{less} \) holds, the invariant \( I(p_n) \) asserts that \( \gamma_n(c_i) + ... \)
5. From CSP-OZ-DC to Phase-Event-Automata

We assume \( t_n \leq \text{tr}(i).\text{bound} \). Therefore for each \( t \) with \( 0 < t < t_n \): \( \gamma_n(c_i) + t, \emptyset \models \text{complete}(\text{tr}, p_n, i-1) \). The induction hypothesis for part 2. and \( n \) and \( i-1 \) applied on the stuttering run

\[
\text{run}' = \langle \ldots, (p_{n-1}, Y_{n-1}, \beta_{n-1}, \gamma_{n-1}, t_{n-1}), (p_n, Y_n, \beta_n, \gamma_n, t), (p_n, \emptyset, \beta_n, \gamma_n + t, t_n - t), \ldots \rangle
\]

yields \( \mathcal{I}, [0, \sum_{j=0}^{n-1} t_j + t] \models \text{Prefix}(i-1, t) \). From \( \text{seep} (\text{tr}, p_n, i) \) follows \( \emptyset \models \text{tr}(i).\text{entryEvents} \) and \( \beta_n \models \text{tr}(i).\text{inv} \). Therefore, (5.16) holds for \( \text{len} = t_n - t \).

If \( i \in \text{LB} \) holds, assume \( \text{keep} (\text{tr}, p_{n-1}, i) \) and \( \text{enter} (\text{tr}, p_{n-1}, i) \) both do not hold (these cases were examined before). By definition of \( \text{guard} \), \( c_i \in X, i \in p_n.\text{wait} \), and \( i \notin p_n.\text{gteq} \) hold. Hence (a) and (c) hold vacuously. From \( c_i \in X \) follows \( \gamma_n(c_i) = 0 \).

If \( \varepsilon > 0 \), \( t \) can be chosen such that \( 0 < t < \varepsilon \) and \( t < t_n \). Then, \( \text{len} = t_n - t > \gamma_n(c_i) + t_n - \varepsilon \). Hence, (b) holds.

If \( i \in \text{UB} \), for each \( \varepsilon > 0 \), \( t \) can be chosen such that \( t_n - \varepsilon < t < t_n \). This yields \( \text{len} = t_n - t < \varepsilon \). Hence, (d) holds. Since \( \text{canseeep} (\text{tr}, p_n, i) \) holds, (e) and (f) hold vacuously.

2. We assume \( \gamma_n + t_n, Y_{n+1} \models \text{complete} (\text{tr}, p_n, i) \). If \( i \notin p_n \) holds, the definition of \( \text{complete} \) requires that \( \text{complete} (\text{tr}, p_n, i-1) \) holds, so by the induction hypothesis \( \mathcal{I}, [0, \sum_{j=1}^{n} t_j] \models \text{Prefix}(i-1, t) \) holds. Also \( Y_{n+1} \models \text{tr}(i).\text{entryEvents} \) and \( \text{tr}(i).\text{allowEmpty} \) hold, which yields

\[
\mathcal{I}, \left[ 0, \sum_{j=1}^{n} t_j \right] \models \text{Prefix}(i, t).
\]

Otherwise, \( i \in p_n.\text{in} \) and by 1. (5.16) holds. We need to show that the duration of the last interval satisfies \( \text{len} \ \text{tr}(i).\text{timeop} \ \text{tr}(i).\text{bound} \).

If \( i \in \text{LB} \) and \( i \notin p_n.\text{wait} \), then \( \text{len} > \text{tr}(i).\text{bound} \) by 1(a). If \( i \in p_n.\text{wait} \) holds, \( i \in p_n.\text{gteq} \) must hold as otherwise \( \text{complete}(\text{tr}, i, p_n) \) would be [false]. Therefore \( \text{tr}(i).\text{timeop} = \text{greaterequal} \) and by (c) \( \text{len} = \gamma_n(c_i) + t_n \). From \( \gamma_n + t_n, Y_n \models \text{complete} (\text{tr}, p_n, i) \) follows \( \text{len} \geq \text{tr}(i).\text{bound} \).

If \( i \in \text{UB} \) and \( \text{canseeep} (\text{tr}, p_n, i) \) holds, then by (d) (5.16) holds for some \( \text{len} < \varepsilon := \text{tr}(i).\text{bound} \). If \( \neg \text{canseeep} (\text{tr}, p_n, i) \) and \( i \in p_n.\text{less} \), then by definition of \( \text{complete} \) we have \( \gamma_n(c_i) + t_n < \text{tr}(i).\text{bound} \).
For $\varepsilon := \text{tr}(i).\text{bound} - (\gamma_n(c_i) + t_n) > 0$ there is by (e) some $\text{len} < \gamma_n(c_i) + t_n + \varepsilon = \text{tr}(i).\text{bound}$ such that (5.16) holds. The remaining case is $\neg \text{cansee}(\text{tr}, p_n, i)$ and $i \not\in p_n.\text{less}$. Then $\text{tr}(i).\text{itimeop} = \text{lesseq}$. From the clock invariant $I(p_n)$ we have $\gamma_n(c_i) + t_n \leq \text{tr}(i).\text{bound}$. By (f) (5.16) holds for $\text{len} = \gamma_n(c_i) + t_n \leq \text{tr}(i).\text{bound}$.

\[
\square
\]

Now, we show the reverse direction: If $\mathcal{I}, [0, T] \models \text{Prefix}(i, \text{tr})$, the last configuration of the corresponding run satisfies $\text{complete}(\text{tr}, p_n, i)$. The following auxiliary lemma shows this for the last interval. If

$$
\mathcal{I}, [b, e] \models [\text{tr}(i).\text{inv}] \land \bigwedge_{\text{ev}} \text{tr}(i).\text{forbidden} \bullet \Box \text{ev}
$$

holds, and for the location $p_m$ corresponding to $b$, $i \in p_m.\text{in}$ holds and some timing constraints are fulfilled, then $\text{complete}(\text{tr}, p_n, i)$ holds for the location $p_n$ corresponding to $e$.

**Lemma 5.16.** Let $\mathcal{I}$ be an interpretation and let

$$
\text{run} = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n), \ldots \rangle
$$

be a matching run. Let $m \leq n$ be some positions in run and $i \in \text{dom tr}$ a trace element. Assume

$$
\mathcal{I}, \left[ \sum_{j=0}^{m-1} t_j, \sum_{j=0}^n t_j \right] \models [\text{tr}(i).\text{inv}] \land \bigwedge_{\text{ev}} \text{tr}(i).\text{forbidden} \bullet \Box \text{ev}
$$

(5.19)

$$
i \in p_m.\text{in}
$$

(5.20)

$$
i \in p_m.\text{gteq} \Rightarrow \gamma_m(c_i) + \sum_{j=m}^n t_j \geq \text{tr}(i).\text{bound}
$$

(5.21)

$$
i \in p_m.\text{wait} \setminus p_m.\text{gteq} \Rightarrow \gamma_m(c_i) + \sum_{j=m}^n t_j > \text{tr}(i).\text{bound}
$$

(5.22)

$$
i \in \text{UB}(\text{tr}) \Rightarrow \sum_{j=m}^n t_j \leq \text{tr}(i).\text{bound}
$$

(5.23)
\[ i \in UB(tr) \land \neg canseep(tr, p_m, i) \implies \gamma_m(c_i) + \sum_{j=m}^{n} t_j \leq tr(i).bound \]  
(5.24)

\[ i \in p_m.less \implies \gamma_m(c_i) + \sum_{j=m}^{n} t_j < tr(i).bound \]  
(5.25)

Then \((\gamma_n + t_n), Y_{n+1} \models complete(tr, p_n, i)\).

**Proof.** If \(m = n\) then we can show that \(complete(tr, p_n, i)\) holds for \((\gamma_n + t_n), Y_{n+1}\). From the premise have \(i \in p_n.in\). If \(i \in p_n.wait \setminus p_n.gteq\) then \(\gamma_n(c_i) + t_n > tr(i).bound\). However, the invariant of \(p_n\) states \(c_i \leq tr(i).bound\), which is a contradiction. Thus \(i \not\in p_n.wait \setminus p_n.gteq\) holds. If \(i \in p_n.gteq\), then \(\gamma_n(c_i) + t_n \geq tr(i).bound\) as required by \(complete(tr, p_n, i)\). If \(i \in p_n.less\), then \(\gamma_m(c_i) + t_m < tr(i).bound\) as demanded by \(complete(tr, p_n, i)\). Otherwise \(complete(tr, p_n, i) = [true]\).

If \(m < n\), we show that the premises also hold for \(m + 1\), then the conclusion follows by induction over \(n - m\). The premises (5.19) and (5.23) obviously still hold for \(m + 1\).

From (5.19) we have \(Y_m \models '{\\land}'\{tr(i).forbidden \cdot \neg ev\} \land \beta_{m+1} \models tr(i).inv\). If \(i \in UB(tr) \land \neg canseep(tr, p_m, i)\), then \(\gamma_m(c_i) + t_m \leq \gamma_m(c_i) + \sum_{j=m}^{n} t_j \leq tr(i).bound\). So

\[ \beta_m, \beta'_{m+1}, Y_m, \gamma_m(c_i) + t_m \models keep(tr, p_m, i). \]  
(5.26)

With the definition of \(guard(tr, p_m, X, p_{m+1})\) thus (5.20) for \(m + 1\).

If \(i \in LB(tr)\) then also from (5.26) and the definition of \(guard\) \(c_i \not\in X\), so

\[ \gamma_m(c_i) + \sum_{j=m}^{n} t_j = \gamma_{m+1}(c_i) + \sum_{j=m+1}^{n} t_j \]

Also \(i \in p_{m+1}.wait \implies i \in p_m.wait\) and \(i \in p_{m+1}.gteq \iff i \in p_m.gteq \land i \in p_{m+1}.wait\) hence (5.21) and (5.22) hold for \(m + 1\). For \(i \not\in LB(tr)\) these implications hold trivially.

If \(i \in UB(tr) \land \neg canseep(tr, p_{m+1}, i)\), there are two cases: If \(c_i \in X\) then \(\gamma_{m+1}(c_i) + \sum_{j=m+1}^{k} t_j = \sum_{j=m+1}^{k} t_j < \sum_{j=m}^{n} t_j \leq tr(i).bound\). If \(c_i \not\in X\), then \(\neg canseep(tr, p_m, i)\) holds, thus (5.24). If \(i \in p_{m+1}.less\), then \(i \in p_m.less\). Thus (5.25) is also valid. \(\square\)
Lemma 5.17. Given an interpretation $\mathcal{I}$ and a matching run
\[ \text{run} = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots \rangle \]
of the power set automaton. Let $i \in \text{dom tr}$ be some phase and $n$ some step of the run. If
\[ \mathcal{I}, \left[ 0, \sum_{j=0}^{n} t_j \right] \models \text{Prefix}(i, \text{tr}) \quad (5.27) \]
then
\[ (\gamma_n + t_n), Y_{n+1} \models \text{complete}(\text{tr}, p_n, i) \quad (5.28) \]

Proof. This is proven by induction over $i$. For $i = 0$ we have $\text{Prefix}(0, \text{tr}) = (\ell = 0)$, so (5.27) never holds (not even for $n = 0$) thus the lemma is true.

Induction step: Assume $i > 0$ and the implication holds for $i - 1$. Because of (5.27) and the inductive definition of $\text{Prefix}(i, \text{tr})$ there is a time $t$ with $0 \leq t \leq \sum_{j=0}^{n} t_j$ and
\[ \mathcal{I}, [0, t] \models \text{Prefix}(i - 1, \text{tr}) \quad (5.29) \]
\[ \mathcal{I}, \left[ t, \sum_{j=0}^{n} t_j \right] \models \text{tr}(i).\text{entryEvents} \land (\text{tr}(i).\text{inv} \lor \text{tr}(i).\text{allowEmpty}) \land \\
\quad \ell \text{tr}(i).\text{timeop} \text{tr}(i).\text{bound} \land \\
\quad \bigwedge_{ev : \text{tr}(i).\text{forbidden}} \Box \Diamond ev \quad (5.30) \]

We now distinguish three cases:

$t = 0$: Our goal is to show that the premises of lemma 5.16 are fulfilled for $m = 0$: From (5.30) follows the premise (5.19).

From equation (5.29) we can conclude $\text{tr}(j).\text{allowEmpty}$, hence the phase invariant $\text{tr}(j).\text{inv}$ is $[\text{true}]$. Also $\emptyset \models \text{tr}(j).\text{entryEvents}$ holds for all $j < i$. This implies $j \in p_0.\text{in}$ for all $j < i$ (by induction over $j$). Because of (5.30) we have $\beta_0 \models \text{tr}(i).\text{inv}$, so $i \in p_0.\text{in}$.

If $\text{tr}(i).\text{timeop} = \text{greaterequal}$ then $i \in p_0.\text{gteq}$ and the length of the interval in (5.30), $\sum_{j=0}^{n} t_j$, is greater or equal $\text{tr}(i).\text{bound}$. If $\text{tr}(i).\text{timeop} = \text{greater}$ then $i \in p_0.\text{wait} \setminus p_0.\text{gteq}$ and $\sum_{j=0}^{n} t_j > \text{tr}(i).\text{bound}$. With $\gamma_0(c_i) = 0$ we have the corresponding premises (5.21) and (5.22).
If \( i \in UB(tr) \) then from (5.30) we have \( \sum_{j=0}^{n} t_j \leq tr(i).bound \).

If \( i \in UB(tr) \land \neg canseepr(tr, p_0, i) \), then \( \sum_{j=0}^{n} t_j \leq tr(i).bound \).

Also \( i = 1 \) (otherwise \( canseepr(tr, p_0, i) \) holds). Thus \( i \in p_0.less \leftrightarrow tr(i).timeop = less \). Thus if \( i \in p_0.less \), then \( \sum_{j=0}^{n} t_j < tr(i).bound \).

This gives the premises (5.24) and (5.25).

All premises of lemma 5.16 are fulfilled, which implies (5.28).

\[
t = \sum_{j=0}^{n} t_j: \text{ From the induction hypothesis and (5.29) we can conclude}
\]
\[
(\gamma_n + t_n), Y_{n+1} \models complete(tr, p_n, i - 1).
\]

From (5.30) we get \( tr(i).allowEmpty \) and \( Y_{n+1} \models tr(i).entryEvents \), thus \( (\gamma_n + t_n), Y_{n+1} \models complete(tr, p_n, i) \).

\( 0 < t < \sum_{j=0}^{n} t_j: \) We can assume that there is step \( m \) at time \( t \), with \( \sum_{j=0}^{m-1} t_j = t \), as otherwise we can insert a stuttering step at exactly this time in the run, which will not affect the property we want to show. We now show that for this \( m \) the premises of lemma 5.16 are fulfilled.

From (5.30) we have \( Y_{m-1} \models tr(i).entryEvents \) and \( \beta_m \models tr(i).inv \), so

\[
\beta_{m-1}, \beta'_m, Y_{m-1}, \gamma_{m-1}(c_i) + t_{m-1} \models enter(tr, p_{m-1}, i). \quad (5.31)
\]

So from the definition of \( guard(tr, p_{m-1}, X, p_m) \) we have \( i \in p_m \).

If \( i \in LB(tr) \) then obviously \( \sum_{j=m}^{n} t_j \geq tr(i).bound \), so (5.21) holds.

If \( i \in p_m.wait \setminus p_m.gteq \), then either \( c_i \not\in X \) and thus \( \gamma_m(c_i) + \sum_{j=m}^{n} t_j \geq tr(i).bound \), or \( c_i \in X \) and because of (5.31) also \( tr(i).timeop \neq greaterEqual \). Therefore \( \sum_{j=m}^{n} t_j > tr(i).bound \).

In any case (5.22) holds.

If \( i \in UB(tr) \) from (5.30) \( \sum_{j=m}^{n} t_j \leq tr(i).bound \). Thus premise (5.23) holds.

If \( i \in UB(tr) \land \neg canseepr(tr, p_m, i) \) then we have from (5.31) \( c_i \in X \), thus \( \gamma_m(c_i) = 0 \). With (5.30) we have (5.24). Also from (5.31) if \( i \in p_m.less \) then \( tr(i).timeop = less \), so (5.25) holds.

All premises of lemma 5.16 are fulfilled, thus (5.28) holds.
The following corollary concludes this section by summarising the correlation of the DC formula $\text{Prefix}(i, tr)$ and the formula $\text{complete}(tr, p_n, i)$ applied on the current location $p_n$ of the power set automaton. This result is used in the next chapter to prove the correctness of translation of the DC formulae.

**Corollary 5.18.** Given an interpretation $I$ and a matching run

$$\text{run} = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots \rangle$$

of the power set automaton. Then for all phases $i \in \text{dom } tr$ and for all steps $n$ of the run:

$$I, \left[0, \sum_{j=0}^{n} t_j\right] \models \text{Prefix}(i, tr)$$

if and only if

$$(\gamma_n + t_n), Y_{n+1} \models \text{complete}(tr, p_n, i)$$

**Proof.** Follows from lemmas 5.15 and 5.17

5.3.2. Creating the Accepting Automaton

The automaton created in the last section is deterministic and thus accepts every interpretation. However, when translating the DC part of a CSP-OZ-DC class we need an automaton $A$ that implements $F$, i.e., it accepts exactly those interpretations $I$ that satisfy the DC formula $F$:

$$I \models A \iff I \models F$$

The formula $F$ is given as a counterexample trace $\neg (\phi_1 \land \cdots \land \phi_n \land \text{true})$. Although we require that each counterexample formula ends with a true phase, this does not affect the expressiveness of the counterexample formula class. If a formula does not already end with a true-phase, it can be added without changing the interpretations that satisfy $F$:

$$I \models \neg (\phi_1 \land \cdots \land \phi_n)$$

$\iff \forall t : \text{Time} \cdot I, [0, t] \not\models (\phi_1 \land \cdots \land \phi_n)$

$\iff \forall t' : \text{Time} \cdot \forall t : \text{Time} \mid t < t' \cdot I, [0, t] \not\models (\phi_1 \land \cdots \land \phi_n)$
\(\Leftrightarrow \forall t' : \text{Time} \bullet I, [0, t'] \not\models (\phi_1 \land \cdots \land \phi_n \land \text{true})\)

\(\Leftrightarrow I \models \neg (\phi_1 \land \cdots \land \phi_n \land \text{true})\)

We build the implementing automaton by constructing the power set automaton \(A_{\text{full}}\) and omitting all locations for which the last true-phase is active. I.e., the locations \(p\) with \(\#tr \in p.\text{in}\) are omitted from \(A_{\text{full}}\) to create the implementing automaton \(A\). The following corollary proves that the construction is correct.

**Lemma 5.19.** Let \(A_{\text{full}}\) be the power set automaton and let \(A\) the automaton \(A_{\text{full}}\) where all phases with \(\#tr \in p.\text{in}\) are removed. Then

\(I, [0, t] \models F\) implies \(I, [0, t] \models A\)

and

\(I, [0, t] \models A\) implies \(\forall t' : \text{Time} \mid t' < t \bullet I, [0, t'] \models F\)

**Proof.** Since the last phase of \(tr\) is a true phase without any bounds, \(\#tr \in p.\text{in}\) implies that \(\text{complete}(tr, p, \#tr) = [\text{true}]\) holds.

For the first implication, assume \(I, [0, t] \models F\). As \(A_{\text{full}}\) is deterministic there is a run \(\text{run}\) of \(A_{\text{full}}\) of duration \(t\) and length \(\#\text{run} = n\) that matches \(I\). This run can also be extended by one step to a run \(\text{run}'\) of duration \(t + t_{n+1}\). By corollary 5.18 we have for \(n\):

\[(\gamma_n + t_n), Y_{n+1} \not\models \text{complete}(tr, p_n, \#tr)\] (5.32)

Since \(F\) ends with a true-phase it also holds for all subintervals \([0, t']\) for all \(t' < t\). So equation 5.32 holds for any \(i \leq n\). Hence, \(\#tr \notin p_i.\text{in}\) because otherwise formula \(\text{complete}(tr, p_i, \#tr)\) is true. So all locations \(p_i\) that occur in \(\text{run}\) are also present in \(A\). Therefore \(\text{run}\) is a run of \(A\) and thus \(I, [0, t] \models A\) holds.

For the second implication, assume \(I, [0, t] \models A\) and \(\text{run}\) is an accepting run that matches \(I\). For \(t' < t\) insert a stuttering step into \(\text{run}\) at time \(t'\) if there is not already a step at this time. Then there is some \(n < \#\text{run}\) with \(\sum_{j=0}^{n} t_j = t'\). We now show that

\[(\gamma_n + t_n, Y_{n+1} \not\models \text{complete}(tr, p_n, \#tr)\]

and thus \(I, [0, t'] \models F\) by corollary 5.18. We show this by contradiction:

Assume that \((\gamma_n + t_n, Y_{n+1} \models \text{complete}(tr, p_n, \#tr)\) holds. Since \(p_n\) is a location of \(A\), we have \(\#tr \notin p_n.\text{in}\), so by definition of \(\text{complete}\) for the
above valuation \( \text{complete}(tr, p_n, \#tr - 1) \) and \( tr(#tr).\text{entryEvents} \) hold. Since \( tr(#tr).\text{inv} \) is \textbf{true} this means that \( \text{enter}(tr, p, #tr) \) holds under the valuations \( \beta_n, \gamma_n + t_n, Y_{n+1}, \beta'_{n+1} \). Hence for the next location \( p_{n+1} \) we have \( #tr \in p_{n+1}.in \). However, \( p_{n+1} \) is a location of \( A \), so \( #tr \notin p_{n+1}.in \). \( \square \)

The following corollary proves the soundness of the translation for Duration Calculus formulae.

**Corollary 5.20 (Soundness of DC Translation).** Let \( A \) be defined as in the previous lemma. Then \( A \) implements \( F (A \equiv F) \).

**Proof.** If \( \mathcal{I} \models A \), then \( \mathcal{I}, [0, t] \models A \) for all \( t \). By the previous lemma, we have \( \mathcal{I}, [0, t'] \models F \) for all \( t' < t \). Since \( t \) is arbitrary, so is \( t' \). Hence, \( \mathcal{I} \models F \).

If \( \mathcal{I} \models F \), then \( \mathcal{I}, [0, t] \models F \) for all \( t \). By the previous lemma \( \mathcal{I}, [0, t] \models A \) for all \( t \). Hence, \( \mathcal{I} \models A \). \( \square \)

If the final \textbf{true}-phase is immediately preceded by a phase with \( \geq \) bound without any events specification in between, i.e., \( tr(#tr).\text{entryEvents} = \textbf{true} \), then the clock invariant for all phases with \( #tr - 1 \in p.\text{gteq} \) is changed from \( c \leq tr(#tr - 1).\text{bound} \) to \( c < tr(#tr - 1).\text{bound} \). This change prevents the automaton from ending in a timelock.

**Example 5.21.** For the formula \( \neg (\textbf{true} \wedge [A] \wedge \ell \geq 2 \wedge \textbf{true}) \), the full power set automaton is:
If we just omit all locations with $3 \in p.in$ (the second row), the resulting automaton would have a deadlock. If the automaton is in location $\{1, 2^\ge\}$ and $c_2$ is equal to 2, the guard of the only remaining outgoing edge is not satisfied but the location must be left due to the invariant. We therefore have to change the clock invariant according to the algorithm above and the resulting automaton does not allow the clock $c_2$ reaching the value 2:

\[
\{1\} \quad \neg A \\
\{1, 2^\ge\} \quad A \\
\]
\[
c_2 := 0 \\
c_2 < 2 \\
c_2 < 2
\]

In the last example the resulting automaton was less than half the size of the power set automaton. This is typical for the power set construction. Therefore, one should not generate the full power set automaton but already omit the locations with $\#tr \in p.in$, as these are removed anyway.

### 5.3.3. Case Study: Elevator

The case study of the elevator contains the following two DC-formulae:

\[
\neg \Diamond (\updownarrow passed \land \ell \leq 3 \land \updownarrow passed)
\]
\[
\neg \Diamond (\lceil current \neq goal \rceil \land (\lceil current = goal \rceil \land \ell \geq 2 \land \Box stop))
\]

Both formulae are in counterexample trace form (if the eventually operator is expanded) and end with a true phase. The expanded form is:

\[
\neg (\textbf{true}_1 \land \updownarrow passed \land \ell \leq 3 \land \updownarrow passed \land \textbf{true}_3)
\]
\[
\neg (\textbf{true}_1 \land \lceil current \neq goal \rceil \land \\
(\lceil current = goal \rceil \land \ell \geq 2 \land \Box stop) \land \textbf{true}_4)
\]

The automaton for the first formula is as follows.
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In the second DC formula the true-phase is preceded by a phase with \( \geq \) bound. Therefore, the invariant of the location containing \( 3 \geq \) is made strict. When applying the power set construction and simplifying the result, the following automaton is produced:

5.4. Discussion and Related Work

The main contribution of this chapter is the translation from a DC counterexample formula to a phase event automaton. The constructed automaton accepts exactly those traces that satisfy the counterexample formula. Thus, it provides an operational semantics for this formula. The automaton works like a security automaton, which was introduced by Schneider [Sch00]. A security automaton runs in parallel to the target system, restricting the permitted executions. In this case, an execution is permitted if it satisfies the counterexample formula.

The class of counterexample formulae was chosen, because they are expressive enough to cover all DC implementables (c.f. lemma 2.2). There is a fully developed theory on how implementables can be obtained from general DC specifications [Rav94]. The counterexample formulae are more
general than implementables. In [Tap01] the predicative semantics of phase automata is defined as a conjunction of counterexample formulae. Our extension of counterexample formula allows specification of timing behaviour for events, which is not directly possible with implementables. We do not allow exact bounds in counterexample formulae. However, in most cases where an exact bound $\ell = t$ occurs, it can be replaced by $\ell > t$. This was used to rewrite the synchronisation pattern as a counterexample trace.

In [HO02b] we extended the set of DC implementables by introducing six new patterns to specify properties involving events. For example, the leads-to pattern

$$[Q] \xrightarrow{t}{Y} [R]$$

states that, whenever $Q$ holds for $t$ seconds and no event $Y$ occurs during this interval, $Y$ must occur and the state expression $R$ must be satisfied. All six patterns can be represented as counterexample formulae. For example, the leads-to pattern can be reformulated as

$$[Q] \xrightarrow{t}{Y} [R] \equiv \neg (\Diamond ([Q] \land \ell \geq t \land \Box Y \land Y)$$

$$\land \neg (\Diamond ([Q] \land \ell \geq t \land \Box Y \land [\neg R]))$$

Therefore, our new approach is more general. In the old approach the target automaton created from the CSP-OZ part was modified, to add the timing behaviour. For each pattern a different algorithm exists. This complicates correctness proofs for this construction. In [HO02b] we presented the algorithm for the leads-to pattern, but did not show its correctness.

Tapken [Tap01] gives a translation for each DC implementable formula pattern into phase automata. He provides a translation for each pattern, which he proves separately. His automata are non-deterministic. Thus, for each interpretation satisfying the implementable there is an accepting run, but not every run matching the interpretation can be extended to an accepting run. Tapken does not consider any events.

In [Die99] a translation from a set of DC implementables into PLC-Automata is presented. PLC-Automata [Die01] can be directly translated into programs running on hardware devices called Programmable Logic Controllers (PLC). The translation assumes that some observables are inputs, controlled by the environment, and some are outputs, fully controlled by the automaton. The resulting automata are deterministic except for their reaction time, which is bounded by a maximum delay $\varepsilon$. If the set of
implementables is inconsistent or requires an infinitely small reaction time, the algorithm flags an error. All runs of the translated automaton satisfy all implementables, but not all runs that satisfy the implementables can be performed by the automaton.

In [BLR95] the authors give a translation from a Duration Interval Logic (DIL) to linear hybrid automata. They translate formulae of the shape \( \varphi = \Box (\uparrow \pi \land (\ell > c) \Rightarrow \phi) \), which they call Control Design Formulas (CDF). The formula \( \phi \) is a sequence of phases \( \mu_1 \land \xi_1 \land \cdots \land \mu_n \land \xi_n \), where \( \mu_i \) is of the form \( \uparrow \pi_1 \land \not\downarrow \pi_2 \land [\pi] \). The formulae \( \xi_i \) can restrict the length of the interval, e.g., \( \ell \sim t \). Additionally, they may constrain the duration of state expressions to \( \sum_j (k_j \cdot \int P_j) \sim c \). Note that a CDF \( \varphi \) is equivalent to

\[
\neg \Diamond (\uparrow \pi \land \neg (\mu_1 \land \xi_1 \land \cdots \land \mu_n \land \xi_n) \land \ell > c).
\]

To avoid the problems with non-deterministic automata the authors required that the formulae are overlap-free, which roughly means that adjacent phases cannot hold at the same time. They also require \( \mu_1 \land \cdots \land \mu_n \) to be \( \pi \)-alternation-free, which means that the event \( \pi \) cannot occur in this formula. These restrictions guarantee that the resulting automaton is deterministic. In CDF, equality in length constraints and constraints on durations \( \int P \) are allowed. Thus, not all CDF formulae can be translated by our algorithm. On the other hand, due to the restricting to overlap-free and \( \pi \)-alternation-free formulae, Bouajjani, Lakhnech and Robbana cannot handle the counterexample formulae that occur in the specification of the elevator; these formulae do not have a unique event \( \pi \) that only occurs at the beginning of the formula.
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In this chapter, we present different methods to automatically verify CSP-OZ-DC specifications. The methods are based on translation into phase event automata. In the first section, we present the implementation of the power set construction. This is the most difficult part of the translation process. Doing this manually is very error-prone and thus not desirable. Then, we show that the general reachability problem for phase event automata is not decidable. By using abstraction techniques, model checking is still possible in many cases: we present a translation to Uppaal by abstracting from the state variables. Finally, we give a translation into transition constraint systems. These are first order formulae defining the transitions and initial states. There is a model checker ARMC, which can handle infinite state systems given as transition constraint systems. We evaluate this model checker for our phase event automata.
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6.1. Implementation of Phase Event Automata

In this section we sketch our implementation of the power set construction. Although complete formulae were given in the last chapter, some further work is necessary to implement an efficient tool that computes the automaton automatically. Furthermore, an efficient representation of the formulae used for guards and invariants in the automaton is necessary.

6.1.1. Representation of Formulae

To implement a tool to create and manipulate phase event automata we need an efficient representation of formulae over states, events and clocks. We use binary decision diagrams (BDD)[Bry86]. These decision diagrams are directed acyclic graphs consisting of terminal and non-terminal nodes. There are only two terminal nodes, namely true and false that represent themselves. A non-terminal node \( N \) is labelled with a boolean variable \( N.var \) and has two successor nodes \( N.false \) and \( N.true \). The formula represented by node \( N \) can be calculated recursively as \( F(N) = \text{if } N.var \text{ then } F(N.true) \text{ else } F(N.false) \). Since the graphs are acyclic, the recursion terminates.

More precisely we use shared reduced ordered BDD (ROBDD) that have some side conditions. There is a total variable ordering \( < \) and for each non-terminal node \( N \) and each non-terminal child \( C = N.false \) or \( C = N.true \), the variables satisfy the ordering \( N.var < C.var \). Furthermore, in a graph there are no two nodes representing the same formula. This also implies that the two children of a node are not identical, as otherwise the formula represented by the node is the same as the formula represented by its child.

Only formulae over boolean variables can be directly encoded into BDDs. To encode formulae over clocks an extension of BDDs such as interval decision diagrams (IDD) [ST98] is useful. In IDDs a non-terminal node is labelled with an integer variable and a list of boundaries \( b_1 < \cdots < b_n \). It has multiple children \( c_0, \ldots, c_n \). The child \( c_i \) is used if the value of the variable lies in the half-open interval \( [b_i, b_{i+1}) \), with \( b_0 = -\infty \) and \( b_{n+1} = +\infty \). These intervals build a disjoint partition of the variable domain. Although the [ST98] defines IDDs only for variables with integer domain, they can be extended in a straightforward manner for variables over reals to represent clock constraints. The boundaries of the intervals need to be represented exactly, so they should be integers or rationals. Furthermore, an additional bit is needed for every boundary to determine whether that value belongs
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Figure 6.1.: Decision Diagram representation of $\neg A \land (B \lor (c_3 \geq 6 \land c_2 < 4))$

to the left or right interval.

Unfortunately, the standard BDD libraries are not easy to extend to IDDs. The internal data structure allows only two children, the nodes are often only represented as an integer representing the index of the boolean variable. For this reason we needed to implement a new decision diagram package, called Constraint Decision Diagram (CDD), that allows nodes with general constraints and more than one successor. This package facilitates creating custom nodes as those necessary for IDD. Different types of nodes can be implemented by extending the Decision class using the object-oriented programming paradigm. Besides Boolean decisions, a decision can also be a real variable that is checked against interval bounds. Figure 6.1 gives an example for such a decision diagram. Of course, the CDD package cannot be as efficient as a specialised BDD package, nonetheless it is fast enough to calculate automata with several thousand guards in few seconds.

A common technique for representing decision diagrams is to share sub-diagrams between different formulae. This is extremely useful for the power set construction of section 5.3 where large sub-formulae, e.g., the keep, enter and seep formulae, are needed for many different edges of the automaton. Instead of storing many different copies of the same formula
private static UnifyHash<CDD> unifyHash;

public static CDD create(Decision decision, CDD[] children) {
    int hashcode = calculateHashCode(decision, children);

    for (CDD cdd : unifyHash.iterateHashCode(hashcode)) {
        if (cdd.equals(decision, children))
            return cdd;
    }

    CDD cdd = new CDD(decision, children);
    unifyHash.put(hashcode, cdd);
    return cdd;
}

Figure 6.2.: Java code to manage Constraint Decision Diagrams

the previously created formulae are stored and reused whenever they are needed. A prerequisite for sharing these structures is to make them read-only. Instead of manipulating the existing structures, every operation creates a new CDD and returns it. Whenever a new node is needed, it is created by a special function, c.f. figure 6.2 that checks, if the same node already exists. If this is the case the existing node is returned, otherwise a new node is created. This design principle is also known as the fly-weight design pattern [GHJV95].

The function that creates the objects first computes a hash code for the new node in line 3. Then it iterates all previously created nodes from unifyHash with the same hash code, c.f. lines 5–8. If a node with the same data is found it is returned in line 7. Otherwise a new node is created, added to unifyHash, and returned.

6.1.2. Computing the Power Set Automaton

In section 5.3, we defined the construction of a power set automaton for a given trace. Implementing it directly as stated there is not feasible for the following reasons. For a counterexample trace of length $n$, the power set automaton has at least $2^n$ locations in $\text{PowerSet}(tr)$. It has at most $4^n$ locations if all phases have a greater-equal bound, as each phase can be waiting with or without $\text{gteq}$ flag, it can be active and not waiting or it is not active at all. The number of edges grows quadratically with the
number of locations and exponentially with the length of the trace. Doing the construction naively would require up to $4^n \cdot 4^n \cdot 2^n = 2^{5n}$ computations of the *guard* function for each location, although most of the computation return an unsatisfiable guard. Even for short traces of length 4 this gives millions of computations.

However, most locations are not reachable and most of the guards are *false*. Thus, they can be omitted. Also when building the accepting automaton from section 5.3.2, further locations can be omitted. Therefore, we build the reachable locations on the fly, starting with the initial locations and only adding a new location if it is reachable from a previously built location. However, from a reachable location, we still need to consider outgoing edges to all possible locations. Hence, we need a way to identify those successor locations for which the guard is satisfiable.

The *guard* function is a conjunction ranging over the number of phases in the trace. The first $i$ conjuncts only depend on the first part of the successor location, i.e., the value of $j \in p'.in, p'.wait, p'.gteq, p'.less$ for $j \leq i$. This suggests to compute the reachable successor location and the corresponding guard function in parallel. A recursive algorithm is sketched in Figure 6.3. The procedure is called with $i = 1$, an empty successor location $p' = \emptyset$, an empty reset set $X = \emptyset$, and $guard = \text{true}$. The procedure computes the partial guard up to phase $i$ for the cases $p', p' \cup \{i\}, p' \cup \{i\geq\}, p' \cup \{i\leq\},$ and $p' \cup \{i<\}$ and for $X$ and $X \cup \{c[i]\}$. For each combination of successor location and reset set that has a satisfiable guard, the procedure calls itself with increased $i$. Thus, the *guard* is recursively computed for all possible values of $p'$ and $X$. If the guard becomes unsatisfiable, e.g., because a phase cannot be entered, this is checked at the beginning of the method and the computation is aborted in lines 2–3. Thus, it only proceeds with values for $p'$ and $X$ that can be extended to reachable successor locations.

In lines 5–9 it is checked if the location has been completely built. In this case, the successor location $p'$ is added, unless it contains the last phase of the trace. Thus, this function computes the accepting automaton instead of the full power set automaton. If the successor location was seen for the first time it is also added to the list of pending locations.

The functions *enter* and *keep* can be computed beforehand. Only *seep* needs to be computed as it depends on the partial $p'$. It only depends on the first part of the successor location. It can be computed in line 12.

The function now recursively calls itself for the different possibilities of $p'$ and $X$. If $i \notin p'.in$, then the guard function can be simplified to $\neg (keep \lor enter \lor seep) \land c_i \notin X$. Therefore, the reset set $X$ does not change and
procedure buildSuccs(i, p, p', X, guard)
  if (guard = false) /* abort if guard is not satisfiable */
    return;
  if (i > tr.length) /* check if p' and guard are complete */
    if (i - 1 ̸∈ p'.in) /* only add p' if last phase not included */
      p.addSuccessor(guard, X, p');
  guard := guard ∧ ¬(enter[i] ∨ keep[i] ∨ seep[i]);
  if (i ̸∈ LB)
    /* case 2a: c[i] ∈ X */
    if (tr[i], timeop = greaterequal)
      buildSuccs(i+1, p, p' ∪ { i ≥ }, X ∪ {c[i]}),
      guard ∧ ¬keep[i] ∧ enter[i]);
      buildSuccs(i+1, p, p' ∪ { i ≥ }, X ∪ {c[i]}),
      guard ∧ ¬keep[i] ∧ ¬enter[i]);
  else
    buildSuccs(i+1, p, p' ∪ { i ≥ }, X ∪ {c[i]}),
    guard ∧ ¬keep[i], inv); /* case 2b: c[i] ̸∈ X */
    if (i ∈ p.wait)
      buildSuccs(i+1, p, p' ∪ (p ∩ { i ≥ }), X),
      guard ∧ keep[i] ∧ c[i] < tr[i].bound);
      buildSuccs(i+1, p, p' ∪ { i }, X),
      guard ∧ keep[i] ∧ c[i] ≥ tr[i].bound);
  else buildSuccs(i+1, p, p' ∪ { i }, X, guard ∧ keep[i]);
    else if (i ∈ UB ∧ ¬canseep(tr, p', i))
      ...
  else /* i ∈ p' */
    buildSuccs(i+1, p, p' ∪ { i }, X, guard);

Figure 6.3.: Pseudo code to compute successors p' and corresponding guard
the guard needs to be modified as in line 16. Here is the first recursive call. In all other cases \( \text{keep} \lor \text{enter} \lor \text{seep} \) needs to hold, hence \( \text{guard} \) is modified in line 19. The cases \( i \in \text{LB} \) and \( i \in \text{UB} \land \neg \text{canseep}(tr, p', i) \) are handled separately. This case distinction is also present in the definition of the \( \text{guard} \) function on page 116. If the phase has an upper bound the cases \( c_i \in X \) and \( c_i \notin X \) must be handled separately. In the first case we know from the definition of \( \text{guard} \) that \( \neg \text{keep}[i] \) must hold and that \( i \in p'.\text{wait} \). We need to check for \( \text{tr}[i].\text{timeop} = \text{greaterequal} \). In that case the successors \( p' \cup \{i\geq\} \) and \( p \cup \{i\geq\} \) are both reachable with a different guard. Otherwise only \( p' \cup \{i\geq\} \) is reachable. If \( c_i \notin X \) then \( \text{keep}[i] \) must hold. We need to check for \( i \in p.\text{wait} \). If \( i \notin p.\text{wait} \) the successor is never waiting, otherwise it depends on \( c[i] < \text{tr}[i].\text{bounds} \), which is added to the guard. The case \( i \in \text{UB} \land \neg \text{canseep}(tr, p', i) \) can be analogously implemented. It is omitted here. In the last case \( \text{guard} \) requires that \( c_i \notin X \) and \( i \notin p.\text{wait} \cup p.\text{gteq} \cup p.\text{gt} \). Hence, we have only one recursive call.

Figure 6.4 shows the procedure that builds the automaton by repeatedly calling \( \text{buildSuccs} \) on the reachable locations. Because the \( \text{init} \) predicate can be seen as a special case of the \( \text{guard} \) predicate with different values of \( \text{enter} \) and \( \text{keep} \) the procedure \( \text{buildSuccs} \) can be used to determine the initial locations. This is used in lines 4–7 of the algorithm. The procedure also adds the initial locations to the \( \text{pending} \) set.

In lines 11–20 a location from \( \text{pending} \) is chosen. It is removed from the \( \text{pending} \) set and added to the \( \text{visited} \) set. Its successors are calculated with \( \text{buildSuccs} \). If new locations are found they are automatically added to the \( \text{pending} \) set. This is repeated until no new locations are found.

### 6.2. Reachability and Phase Event Automata

Model checking [CE81, CGP99] is the process of checking whether a model satisfies a specification. A specification can be given as a formula in a temporal logic and the model as an automata. In our context the automata are phase event automata and the specifications are given as Duration Calculus formulae.

It is sometimes possible to reduce the model checking problem into an automata-theoretic problem such as reachability of states or emptiness of the language. For example, for LTL model checking [Var96] of a formula \( F \), the negated formula \( \neg F \) can be translated into a Büchi-Automaton. This automaton is put in parallel to the system model. If the parallel product
$$pending := \emptyset;$$

/* build initial locations and put them on pending list */

for \((i : \text{dom}(tr))\)  
  if \((i = 0)\)
    \(\text{enter}[i] := \text{true}\)
  else
    \(\text{enter}[i] := \text{enter}[i-1] \land \text{tr}[i-1].\text{allowEmpty} \land \text{tr}[i].\text{inv};\)
    \(\text{keep}[i] := \text{false};\)

\(\text{buildSuccs}(1, \text{init}, \emptyset, \emptyset, \text{true});\)

while \((pending \neq \emptyset)\)
  choose \(p \in pending\)
  \(pending := pending \setminus \{p\}\)
  \(visited := visited \cup \{p\}\)

/* build successor locations and put them on pending list */

for \((i : \text{dom}(tr))\)  
  \(\text{enter}[i] := \text{enter}(\text{tr}, p, i)\)
  \(\text{keep}[i] := \text{keep}(\text{tr}, p, i)\)

\(\text{buildSuccs}(1, p, \emptyset, \emptyset, \text{true});\)

Figure 6.4.: Pseudo code to build power set automaton
of these automata has a run, this is a run of the system model satisfying \( \neg F \). Hence, the system does not satisfy the specification.

A similar approach can be used for Duration Calculus formulae [Mey05]. Meyer translates a large class of formulae to a variant of phase event automata with bad locations, called test automata. These bad locations are reachable if the negation of the formula is satisfied. The translation is based on the power set construction presented in section 5.3. He uses non-deterministic automata and can thus handle a much larger class of formulae. The idea of test automata is based on the work of Dierks and Lettrari [DL02], who used Uppaal timed automata to check formulae of a graphical specification language based on Duration Calculus.

Therefore, in the following sections we tackle only the reachability problem for phase event automata. Thus, we investigate under which constraints it is decidable, or at least semi-decidable, that a certain location of the automaton is reachable. Decidability of phase event automata depends on the constraint language \( L(V) \). If only finite data types are allowed it is possible to decide reachability with the region construction for timed automata. A practical approach using the model checker Uppaal is described in the next section.

For infinite data types it immediately becomes undecidable. The simplest infinite data type, natural numbers, together with operations increment, decrement, and check for zero leads to undecidability of the reachability problem:

**Lemma 6.1.** The reachability problem of phase event automata, with two natural number variables \( v_1, v_2 \in V \), where \( L(V) \) contains increment, decrement, and check for zero is undecidable.

**Proof.** A phase event automaton with two natural number variables and without any clocks or events is equivalent to a two-counter machine. The reachability problem for two-counter machines is not decidable. \( \square \)

The reachability problem is still semi-decidable as long as the satisfiability problem for \( L(V) \) is semi-decidable. A proof for this is given in section 6.4.3.

### 6.3. Translation to Uppaal Automata

It is possible to translate a phase event automaton into a simple timed automaton by abstracting from states and events. By this an off-the-shelf
model checker for timed automata can be used, such as Uppaal or Kronos.

The automata are abstracted as follows. First the edges are normalised such that each guard is a conjunct of literals. This can be achieved by converting the guards to disjunctive normal form and splitting the edges. Then for all edges \((p, g, X, p')\) of the automata, it is checked whether \(s(p) \land g \land (s(p'))'\) is satisfiable. If it is unsatisfiable the edge is removed without changing the behaviour of the automaton. Likewise initial edges \((g, p)\) are removed if \(g \land s(p)\) is not satisfiable. Then all unreachable locations are removed. The resulting automaton is then abstracted by removing all literals from the guard except clock constraints and by setting all state invariants to \(\text{true}\).

The abstraction throws away any synchronisation requirements on state variables and events. Therefore, it should be used on a single automaton. For a net of automata, the full parallel product is computed in advance to preserve synchronisation.

For checking reachability of locations in the automaton, this abstraction is exact under the following condition. The stuttering edge \((p, g, \emptyset, p)\) must satisfy the following formula:

\[
(\forall e : A \cdot \neg e) \land s(p) \land \text{strict}(I(p)) \Rightarrow g
\]  

(6.1)

In this formula the pre-condition \(\forall v : V \cdot x = x'\), which is present in definition 4.4 on page 73 (stuttering invariant), is dropped.

**Lemma 6.2.** Let \(\mathcal{A} = (P, V, A, C, E, s, I, E_0)\) be a phase event automaton and \(\mathcal{A}'\) the automaton abstracted according to the algorithm above. If for each location \(p : P\) there is a stuttering edge \((p, g, \emptyset, p) \in E\) satisfying (6.1) then a location is reachable in \(\mathcal{A}\) if and only if it is reachable in \(\mathcal{A}'\).

**Proof.** If a location \(p_n\) is reachable in \(\mathcal{A}\), there is a run

\[
\text{run} = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n) \rangle
\]

in \(\mathcal{A}\). By definition 4.7, there is an edge \((p_i, g_i, X_i, p_{i+1}) \in E\) for each step \(i\) of the run such that \(\beta_i, \beta'_i, \gamma_i + t_i, Y_i \models g_i\). Because also \(\beta_i \models s(p_i)\) and \(\beta'_i \models (s(p_{i+1}))'\) hold, the formula \(s(p_i) \land g \land (s(p_{i+1}))'\) is satisfiable. Hence, the edge is still present in \(\mathcal{A}'\) (with a weaker guard). Therefore, \(\text{run}\) is also a run of \(\mathcal{A}'\) and \(p_n\) is reachable in \(\mathcal{A}'\).

If location \(p_n\) is reachable in \(\mathcal{A}'\), then there is a run

\[
\text{run}' = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n) \rangle
\]
in $A'$. However, this run is not always a run of $A$ because the guards in $A'$ are weaker. However, a run of $A$ can be created as follows: For each step $i$, there is an edge $(p_i, \bar{g}_i, X_i, p_{i+1})$ in $A'$ that corresponds to an edge $(p_i, g_i, X_i, p_{i+1})$ in $A$. In $A$ the formula $s(p_i) \land g_i \land (s(p_{i+1}))'$ is satisfiable. Hence, there is a satisfying valuation $\beta^{(1)}_i \cup \beta^{(1)}_{i+1} \cup \gamma^1_i \cup Y^1_{i+1}$. Because $g_i$ is a conjunct of literals and each literal involving clocks is also in $\bar{g}_i$, the formula is also satisfied with $\gamma_i$ instead of $\gamma^1_i$. Analogously, there is an initial edge $(g, p_1)$ in $A$ and $g \land s(p_1)$ is satisfied by some valuation $\beta^{(1)}_1$. Then

$$\text{run} = ((p_1, \emptyset, \beta^{(1)}_1, \gamma_1, t_1/2), (p_1, \emptyset, \beta^{(1)}_1, \gamma_1 + t_1/2, t_1/2),$$

$$\quad \quad (p_2, Y^{(1)}_2, \beta^{(1)}_2, \gamma_2, t_2/2), (p_2, \emptyset, \beta^{(1)}_2, \gamma_2 + t_2/2, t_2/2),$$

$$\ldots, (p_n, Y^{(1)}_n, \beta^{(1)}_n, \gamma_n, t_n/2))$$

is a run of the automaton $A$: Each $\beta^{(1)}_i$ and $\beta^{(2)}_i$ satisfies $s(p_i)$ by construction. For the steps from

$$(p_i, Y^{(1)}_i, \beta^{(1)}_i, \gamma_i, t_i/2) \text{ to } (p_i, \emptyset, \beta^{(2)}_i, \gamma_i + t_i/2, t_i/2),$$

the special stuttering edge satisfying (6.1) is used. Its guard is satisfied because

$$\beta^{(1)}_i \cup (\beta^{(2)}_i)' \cup \gamma_i + t_i/2 \cup \emptyset \models (\forall e : A \cdot \neg e) \land s(p) \land \text{strict}(I(p))$$

holds. For the other steps, the edge $(p_i, g_i, X_i, p_{i+1})$ that corresponds to the edge $(p_i, \bar{g}_i, X_i, p_{i+1})$ in $A'$ is used. Thus, the location $p_n$ is reachable in $A$. \hfill \Box

If the condition (6.1) does not hold, i.e., the stuttering edge contains conjuncts such as $v = v'$, the above abstraction is a safe abstraction but not exact. If the state space is finite the automaton can be transformed such that (6.1) holds. For each location $l$ and each possible state $\beta$ of the state variables a new location $(l, \beta)$ is created. The state invariant of each location $(l, \beta)$ fixes the value of the state according to $\beta$. Then from the stuttering edge the literals $v = v'$ can be removed as the state invariant already assures that the state variables do not change. Of course, this method is only practical if the state space is small.
6.3.1. Case Study: Audio Protocol

We apply the abstraction approach to the case study of the Philips Audio Protocol introduced in section 4.6. Our goal is to prove that if the timing uncertainty $\delta$ is small enough the protocol is correct, i.e. every event $s.x$ communicated by the sender is eventually followed by an event $r.x$ by the receiver. The sender and receiver have no events in common. They only synchronise on the common state space, namely the $wire$ variable. This models the hardware constraints because the Philips hardware components are only connected by this wire.

The first step is to compute the parallel product of sender and receiver automaton. It is depicted in figure 6.5. All locations with an unsatisfiable invariant are already removed. These are those locations where one component demands $wire = false$ and the other $wire = true$. In figure 6.5 the labelling of the edges and the stuttering edges were omitted to keep that diagram readable.

In the resulting automaton the variable $wire$ can be abstracted. It is an internal variable shared only between sender and receiver. By omitting the

---

**Figure 6.5.:** Product automaton for the Audio Protocol

---

- $\rightarrow$ transitions that are reachable
- $\rightarrow$ transitions that cannot be taken
locations in the product automaton where sender and receiver do not agree on the value of wire, these automata synchronise as expected.

For $\delta = 1/20$, which means five percent tolerance of clock drift, many edges and some locations are not reachable. This is because of conflicting conditions for the $x$ and $y$ clock. Uppaal can be used to determine the reachable locations. It allows simple LTL queries like $\Diamond audio.1f$. To determine the reachable edges one can introduce an auxiliary variable edge. This variable is assigned a different value for each edge. The query $\Diamond edge = value$ reveals whether the edge is reachable. In the diagram the unreachable edges are depicted by thin lines. Figure 6.6 shows the product automaton where these edges and the unreachable locations are removed. We omitted labelling the edge with forbidden events for simplicity. All events are forbidden unless they are explicitly required. The stuttering edges forbid all events.

The resulting automaton has the nice property that every edge with a send event $s.x$ is followed eventually or immediately by an edge with the
corresponding receive event $r.x$, and there is no other event in between. This can be checked manually on figure 6.6.

We cannot specify the property that the event $r.x$ eventually occurs as counterexample trace, since this is an unbounded liveness property. However, it is possible to formulate it as bounded liveness property. The following formula states that it is not possible that a send event is not followed by a corresponding receive event in an interval larger than $4Q$. Thus, the receive event must occur within that time.

$$\forall x \bullet \neg \Diamond (\uparrow s.x \land \downarrow r.x \land \Box r.x \land \ell > 4Q)$$

The property that there is no unexpected receive event between a send event and the corresponding receive event can be specified as follows:

$$\forall x \bullet \neg \Diamond (\uparrow s.x \land \downarrow r.x \land \Box r.x \land \exists y \mid y \neq x \bullet \downarrow r.y)$$

where $x$ and $y$ range over the symbols from \{0, 1, \text{stop}\}. This formula forbids the event $r.y$ with $y \neq x$ to occur if previously an $s.x$ event occurred and it was not yet received. Furthermore, there should be no send event before the previously sent symbol was properly received, hence:

$$\forall x \bullet \neg \Diamond (\uparrow s.x \land \downarrow r.x \land \Box r.x \land \ell > 4Q)$$

This formula is very similar to the last one. The extra condition $\ell > 0$ is necessary as otherwise the formula would be violated by a simple send event $s.x$. A point interval were $s.x$ occurs satisfies $\uparrow s.x \land \Box r.x \land \downarrow s.x$.

Because we do not allow quantifiers in counterexample traces we have to write out the possible values for $x$ and $y$ explicitly, which leads to the following nine formulae:

$$\neg \Diamond (\uparrow s.0 \land \downarrow r.0 \land \Box r.0 \land \ell > 4Q)$$
$$\neg \Diamond (\uparrow s.1 \land \downarrow r.1 \land \Box r.1 \land \ell > 4Q)$$
$$\neg \Diamond (\uparrow s\text{.stop} \land \downarrow r\text{.stop} \land \Box r\text{.stop} \land \ell > 4Q)$$
$$\neg \Diamond (\uparrow s.0 \land \downarrow r.0 \land \Box r.0 \land \mathcal{V} \uparrow r\text{.1})$$
$$\neg \Diamond (\uparrow s.1 \land \downarrow r.1 \land \Box r.1 \land \mathcal{V} \uparrow r\text{.0})$$
$$\neg \Diamond (\uparrow s\text{.stop} \land \downarrow r\text{.stop} \land \Box r\text{.stop} \land \mathcal{V} \uparrow r\text{.0} \lor \mathcal{V} \uparrow r\text{.1})$$
6.3. Translation to Uppaal Automata

\(- \Diamond(\downarrow s.0 \land \downarrow r.0 \land \ell > 0 \land \downarrow s.0 \lor \downarrow s.1 \lor \downarrow s.\text{stop})\)
\(- \Diamond(\downarrow s.1 \land \downarrow r.1 \land \ell > 0 \land \downarrow s.0 \lor \downarrow s.1 \lor \downarrow s.\text{stop})\)
\(- \Diamond(\downarrow s.\text{stop} \land \downarrow r.\text{stop} \land \ell > 0 \land \downarrow s.0 \lor \downarrow s.1 \lor \downarrow s.\text{stop})\)

To check against these properties we can build the power set automaton for each of these counterexample traces. The power set automaton for the first formula looks like this:

The automaton starts in location \(\{1\}\). If a \(s.0\) event occurs the automaton enters \(\{1, 2^>\}\) uses the clock \(x\) to measure the delay \(4Q\) for the second phase. Once this time has passed and no \(r.0\) event occurred in between, the automaton can enter location \(\{1, 2, 3\}\). This location is only reachable if the first DC formula is not valid. It is therefore called a bad location and marked with a double border. In the systematic power set construction there are several bad locations and there is no outgoing edge to a good location. This is because phase 3 is a true-phase and thus never left.

The automaton for the fourth formula is a bit simpler and does not need any clocks.
Again, the locations containing phase 3 are bad locations and marked with a doubled border. Similarly, the other formulae are translated to test automata. The automata for the first three formula has five locations, the other have four locations. However, the cross product of these nine automata already has more than 10000 locations, even if edges with unsatisfiable guards are omitted.

Building the full product automaton and converting it to Uppaal syntax takes 33 seconds on an Athlon 2800+ Processor. The automaton has more than 13729 locations and 76366 transitions. The test automaton has three clocks corresponding to the lower bounds in the first three DC formulae. The sender and receiver each has an additional clock and one additional clock is needed to guarantee that every locations is visited for a non-zero time. This totals to six clocks. After 107 minutes Uppaal proved that the property is satisfied.

Most of the locations of the product automaton are bad locations. Because we are only interested whether some bad location is reachable, not which bad location is reachable, we can combine all bad locations into a single location, thus drastically reducing the size of the automaton. If we do it after each computation step we can very quickly compute the cross product.

With this optimisation the full cross product of sender, receiver, and all test automata has only 20 locations and 73 transitions. All other locations were combined into a single bad location. Building the automaton takes 0.25 seconds and converting to Uppaal syntax takes 0.15 seconds. The model checker Uppaal needs only 30 milli seconds to prove that the bad location is not reachable.

This proves that our modified protocol is correct for a timing uncertainty
of 1/20 which is better than the 5% that we had to prove. The value of \( \delta \) can now be modified to determine the maximum allowed timing uncertainty. For \( \delta > 1/19 \) the protocol breaks. Analysing the counterexample trace that \texttt{Uppaal} produces shows that the problem is in the short radio silence between two adjacent messages. When the sender sends two message directly after each other and its clock is going very fast, it can send the first bit of the second message before the receiver has detected the stop bit. When extending the gap to \( 5Q \) (the original specification demanded a gap of \( 36Q \)) we can even increase the uncertainty to \( 1/17 \). The same uncertainty was proven in [BPV94] and [BGK\textsuperscript{+}96]. Note that the protocol is still correct for minimum gap \( 4Q \) and uncertainty \( 1/17 \). However, in that case the sender can issue two send events, before they are received by the receiver. This results in a trace \( s\text{.stop}, s\text{.1}, r\text{.stop}, r\text{.1} \), which is not allowed by the simple DC formulae we presented above.

For \( \delta > 1/17 \) the protocol is broken. The model checker gives an error trace showing the locations of the sender and receiver and the test automata. In this trace the sender sends the bits 1,0,1 with the minimal duration of \( 2Q(1 - \delta) \) for each bit slot. The interval between the rising edges sums up to \( 8Q(1 - \delta) \), which is less than \( 7Q(1 + \delta) \) for \( \delta > 1/17 \). So the receiver can decode this sequence as 1,0,0. This error trace is the same as in [BPV94] and [BGK\textsuperscript{+}96].

This case study showed that the \texttt{Uppaal} method is feasible. But it also shows that calculating the cross product in advance can lead to large automaton description. In this case study, only few locations are not bad locations, so it makes sense to combine all bad locations into a single one. Checking against multiple duration calculus formulae at the same time, increases the number of bad locations, but if the bad locations are combined this does not result in any performance penalties.

### 6.4. A Constraint-based Semantics for PEA

A completely different approach to model check phase event automata utilises discrete transition system. Although this only allows discrete steps, it is still possible to represent dense time using an “old-fashioned recipe for real-time” [AL92, Lam94]. The runs are described by sequences of states, where each state gives the values of all variables for a given time interval. One variable \texttt{len} denotes the duration of the time interval. Events are represented by changes of Boolean variables as in section 2.3.5. We
translate the automata into discrete transition systems (with constraints) in such a way that the transition system generates as runs exactly the above sequences of interval states.

This section proceeds as follows: first we introduce transition constraint systems and their runs. We show how parallel composition is defined for them. Then we give the translation from phase event automata into transition constraint systems and show the correctness of the translation by giving a direct relation between runs of phase event automata and runs of the transition constraint system. Then we apply this translation on some examples. We will close this sections with some results of the model checker ARMC for transition constraint systems.

6.4.1. Transition Constraint Systems

A transition constraint system is described by two formulae. One defines the initial state and the other defines the transition relation:

**Definition 6.3.** A *transition constraint system* (TCS) 

\[ T = (\text{Var}, \text{Init}, \text{Trans}) \]

consists of

- \( \text{Var} \subseteq \mathcal{V} \) is a finite set of unprimed (state) variables,
- \( \text{Init} : \mathcal{L}(\text{Var}) \) a initial (state) constraint, and
- \( \text{Trans} : \mathcal{L}(\text{Var} \cup \text{Var}') \) a (transition) constraint.

Informally, the transition constraint system starts in a state satisfying \( \text{Init} \). It can do transitions according to the transition constraint \( \text{Trans} \), which is a relation between pre-state (valuations of the unprimed variables) and post-states (valuations of the primed variables).

Let \( T = (\text{Var}, \text{Init}, \text{Trans}) \) be a TCS. A *state* of \( T \) is a \( \text{Var} \)-valuation \( \alpha \). Taking states as vertices, the TCS \( T \) can be viewed as a (potentially infinite) directed graph (where two states are connected by an edge if they satisfy the respective transition constraint). This graph gives rise to the usual notions of run and reachable state. Formally, a *run* of \( T \) is a sequence of states \( \langle \alpha_1, \ldots, \alpha_n \rangle \) such that

1. \( \alpha_1 \models \text{Init} \), and
2. for all \( i \geq 0, \alpha_i, \alpha_i' \models \text{Trans} \).

We call a state \( \alpha \) reachable if there is a run \( \langle \alpha_1, \ldots, \alpha_n \rangle \) of \( T \) such that \( \alpha = \alpha_n \). By \( \text{Reach}(T) \), we denote the set of reachable states of \( T \).

### 6.4.2. Translation of PEA to TCS

The basic idea in translating PEA to TCS is to introduce a global variable \( \text{len} \) of type \( \text{Time} \) representing the amount of time that the automaton spent in the current state. Furthermore for any state variable, event, and clock variable a corresponding variable of the TCS is introduced. Finally, there is a variable \( \text{p}_A \) that denotes the currently active location of the automaton. Each edge is translated separately into a transition constraint and these are then combined by disjunction to produce the complete transition system. Furthermore we need to represent the time elapse transitions that are implicit in the phase event automata model.

**Definition 6.4.** The translation of a phase event automaton

\[
A = (P, V, A, C, E, s, I, E_0)
\]

into a transition constraint system \( T(A) = (\text{Var}, \text{Init}, \text{Trans}) \) is given by:

\[
\begin{align*}
\text{Loc} &= P \\
\text{Var} &= V \cup A \cup C \cup \{\text{len}, \text{p}_A\} \\
\text{Init} &= \bigvee (g, p_0) \in E_0, \bullet \text{len} > 0 \land g \land \\
&\quad (\bigwedge c \in C \bullet c = \text{len}) \land \text{p}_A = p_0 \land s(p_0) \land I(p_0) \\
\text{Trans} &= \bigvee (q_1, g, X, q_2) \in E \bullet \text{len}' > 0 \land \text{p}_A = q_1 \land p_A' = q_2 \land g \land \\
&\quad \bigwedge_{c \in X} \text{len'} = c \land \bigwedge_{c \in C \setminus X} c' = c + \text{len}' \land s'(q_2) \land I'(q_2)
\end{align*}
\]

The formula \( \text{Init} \) demands that there is an initial edge \( (g, p_0) \in E_0 \) such that \( g \), the state and clock invariant of \( p_0 \), and \( \text{p}_A = p_0 \) hold. Furthermore, \( \text{len} \), the duration the automaton stays in the first location, is positive and all clocks are initialised to this value. Thus the passing of the time \( \text{len} \) in the initial location is already modelled by the \( \text{Init} \) formula.

The formula \( \text{Trans} \) demands that there is an edge \( (q_1, g, X, q_2) \in E \) by which location \( q_1 \) is left. The state and clock invariant of \( q_1 \) were
already checked when entering the location, therefore the formula only checks the guard $g$ and the invariants for $q_2$. Again, $\text{len}'$ denotes the duration the automaton stays in $q_2$. Therefore all clocks that are not reset are incremented by $\text{len}'$ and the other clocks are set to $\text{len}'$.

We show that the translation $T(A)$ of a PEA $A$ preserves the semantics in the sense that there is a correspondence between the runs of $A$ and $T(A)$.

**Definition 6.5.** Given a run $r = \langle \alpha_1, \ldots, \alpha_n \rangle$ of the TCS $T(A)$, we define the sequence $r_A = \langle (p_1, Y_1, \beta_1, \gamma_1, t_1), \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n) \rangle$ such that for all $i \geq 1$,

- $p_i = \alpha_i(p_A)$,
- $\beta_i = V \triangleleft \alpha_i$,
- $\gamma_i(c) = \alpha_i(c) - \alpha_i(\text{len})$ for all $c \in C$,
- $t_i = \alpha_i(\text{len})$, and
- $Y_1 = \emptyset$ and $Y_i = \{ e \in A | \alpha_{i-1}(e) \}$ for $i > 1$.

As the following theorem shows, this translation maps runs of the TCS $T(A)$ to runs of the PEA $A$. Furthermore, the translation is surjective, so for every run of $A$ there is a corresponding run of $T(A)$.

**Theorem 6.6.** Let $A$ be a PEA and $T(A)$ its TCS translation.

1. For all runs $r$ of $T(A)$, $r_A$ is a run of $A$.

2. For every run $\hat{r}$ of $A$ there is a run $r$ of $T(A)$ such that $r_A = \hat{r}$.

**Proof.**

1. Let $r = \langle \alpha_1, \ldots, \alpha_n \rangle$ be a run of $T(A)$ and $r_A$ the corresponding translation of that run. We need to show that this is indeed a run of $A$ by checking definition 4.7.

From 6.5 we have immediately $Y_1 = \emptyset$.

Because $\alpha_1 \models \text{Init}$ holds and from (6.4), there is an initial edge $(g, p_0) \in E_0$, such that

$$\alpha_1 \models \text{len} > 0 \land g \land (\bigwedge c \in C \cdot c = \text{len}) \land p_A = p_0 \land s(p_0) \land I(p_0)$$

(6.6)
holds. From definition 6.5 of \( r_A \) we have \( p_1 = \alpha_1(p_A) = p_0 \) and 
\( \beta_1 = (V \triangleleft \alpha_1) \models g \), which is the second condition in 4.7.

From \( \alpha_1 \models c = \text{len} \) we have \( \gamma_1(c) = \alpha_1(c) - \alpha_1(\text{len}) = 0 \) for all \( c \in C \).

For \( 1 \leq i < n \) we have \( \alpha_i, \alpha_i' \models \text{Trans} \). Because of (6.5) there is an edge \( (q_1, g, X, q_2) \in E \) such that

\[
\alpha_i, \alpha_i' \models \text{len}' > 0 \land p_A = q_1 \land p_A' = q_2 \land g \land 
\bigwedge_{c \in X} c' = \text{len}' \land \bigwedge_{c \in C \setminus X} c' = c + \text{len}' \land s'(p_2) \land I'(p_2)
\]

(6.7)

From definition 6.5 we have \( p_i = \alpha_i(p_A) = q_1 \) and \( p_{i+1} = \alpha_{i+1}(p_A) = q_2 \).

Looking just at the first, the third and the last two conjuncts and omitting the primes we get \( \alpha_{i+1} \models \text{len} > 0 \land s(p_A) \land I(p_A) \). For \( \alpha_1 \) the same follows from equation (6.6). This implies \( t_i = \alpha_i(\text{len}) > 0 \) for all \( i \in 1..n \).

From definition 6.5 we have \( p_i = \alpha_i(p_A) \) hence \( \beta_i = V \triangleleft \alpha_i \models s(p_i) \). Also from definition 6.5 we have \( \gamma_i + t_i (c) = \gamma_i(c) + \alpha_i(\text{len}) = \alpha_i(c) \), hence \( \gamma_i + t_i = C \triangleleft \alpha_i \models I(p_i) \).

From \( \alpha_i, \alpha_i' \models g \) we have \( \beta_i, \beta_i' \gamma_i + t_i, Y_{i+1} \models g \), because \( \beta_i = V \triangleleft \alpha_i, \beta_i' \gamma_i + t_i = V \triangleleft \alpha_i' \gamma_i + t_i \) and \( \gamma_i + t_i = C \triangleleft \alpha_i \) and \( \chi Y_{i+1} = E \triangleleft \alpha_i \).

For \( c \in X \) we have \( \gamma_{i+1}(c) = \alpha_{i+1}(c) - \alpha_{i+1}(\text{len}) = 0 \). For \( c \notin X \) we have \( \gamma_{i+1}(c) = \alpha_{i+1}(c) - \alpha_{i+1}(\text{len}) = \alpha_i(c) = \gamma_i(c) + t_i \). Hence, \( \gamma_{i+1} = (\gamma_i + t_i)[X := 0] \).

2. Let \( \hat{r} = (\langle p_1, Y_1, \beta_1, \gamma_1, t_1 \rangle, \ldots, (p_n, Y_n, \beta_n, \gamma_n, t_n) \) be a run of \( \mathcal{A} \). Then define \( \alpha_i \) for \( i \in 1..n \) as follows:

\[
\begin{align*}
\alpha_i(p_A) & = p_i \\
\alpha_i(\text{len}) & = t_i \\
\alpha_i(v) & = \beta_i(v) \quad \text{for all } v \in V \\
\alpha_i(c) & = \gamma_i(c) + t_i \quad \text{for all } c \in C \\
\alpha_i(e) & = \text{true} \quad \text{for all } e \in Y_{i+1} \\
\alpha_i(e) & = \text{false} \quad \text{for all } e \in A \setminus Y_{i+1}
\end{align*}
\]

Set \( r = \langle \alpha_1, \ldots, \alpha_n \rangle \). It is straightforward to check that \( r_A = \hat{r} \).

We show that \( r \) is indeed a run of \( T(\mathcal{A}) \). Since \( \hat{r} \) is a run of \( \mathcal{A} \)
there is by definition 6.5 an initial edge \((g, p_1) \in E_0\), such \(\beta_1 \models g\). Furthermore, \(\beta_1 \models s(p_1), \gamma_1 + t_1 \models I(p_1)\) by definition 6.5. Also \(\gamma_1(c) = 0\) for all \(c \in C\), hence \(\alpha_1(c) = t_1 = \alpha_1(\text{len})\). Therefore, \(\alpha_1 \models (\wedge c \in C \cdot c = \text{len})\). Also \(t_1 > 0\) hence

\[
\alpha \models \text{len} > 0 \land g \land (\wedge c \in C \cdot c = \text{len}) \land p_A = p_1 \land s(p_1) \land I(p_1)
\]

This implies \(\alpha \models \text{Init}\).

For each step \(i\) there is by definition 6.5 an edge \((p_i, g, X, p_{i+1}) \in E\) with \(\beta_i, \beta'_{i+1}, \gamma_i + t_i, Y_{i+1} \models g\) and \(\gamma_{i+1} = (\gamma_i + t_i)[X := 0]\). Hence, \(\alpha_i, \alpha'_{i+1} \models g\) and

\[
\alpha_{i+1}(c) = \begin{cases} t_{i+1} & c \in X \\ \alpha_i(c) + t_{i+1} & c \not\in X \end{cases}
\]

From definition 6.5 we further have \(t_{i+1} > 0, \beta_{i+1} \models s(p_{i+1})\) and \(\gamma_{i+1} + t_{i+1} \models I(p_{i+1})\) hence

\[
\alpha_i, \alpha'_{i+1} \models \text{len} > 0 \land p_A = p_i \land p'_A = p_{i+1} \land g \land \\
\bigwedge_{c \in X} c' = \text{len}' \land \bigwedge_{c \in C \setminus X} c' = c + \text{len}' \land s'(p_{i+1}) \land I'(p_{i+1})
\]

Hence, \(\alpha_i, \alpha'_{i+1} \models \text{Trans}\). Therefore, \(r\) is indeed a run of \(T(A)\).

**Parallel Product of Transition Constraint Systems**

The parallel product of phase event automata has a simple corresponding operation on TCS: conjunction of formulae. The exact definition also needs to take the set of variables into account:

**Definition 6.7.** The *parallel composition* \(T_1 \parallel T_2\) of two transition constraint systems \(T_1\) and \(T_2\) (where \(T_i = (\text{Var}_i, \text{Init}_i, \text{Trans}_i), i = 1, 2\)) is the TCS

\[
T = (\text{Var}_1 \cup \text{Var}_2, \text{Init}_1 \land \text{Init}_2, \text{Trans}_1 \land \text{Trans}_2)
\]

The following result similar to lemma 4.8 holds for the parallel composition of transition constraint systems:
Lemma 6.8. For TCS $T_1$ and $T_2$, $\langle \alpha_1, \ldots, \alpha_n \rangle$ is a run of $T_1 \parallel T_2$ if and only if $\langle \text{Var}_1 \prec \alpha_1, \ldots, \text{Var}_1 \prec \alpha_n \rangle$ and $\langle \text{Var}_2 \prec \alpha_1, \ldots, \text{Var}_2 \prec \alpha_n \rangle$ are runs of $T_1$ and $T_2$, respectively.

Proof. Let $\langle \alpha_1, \ldots, \alpha_n \rangle$ be a run of TCS $T$. Since $\alpha_1 \models \text{Init}_1 \land \text{Init}_2$ and $\text{Init}_1$ only references variables from $\text{Var}_1$, we have $(\text{Var}_1 \prec \alpha_1) \models \text{Init}_1$. Likewise from $\alpha_i, \alpha_{i+1} \models \text{Trans}_1 \land \text{Trans}_2$ we have $(\text{Var}_1 \prec \alpha_i), (\text{Var}_1 \prec \alpha_{i+1}) \models \text{Trans}_1$. So $\langle \text{Var}_1 \prec \alpha_1, \ldots, \text{Var}_1 \prec \alpha_n \rangle$ is indeed a run of $\text{Trans}_1$. Analogously for $\text{Trans}_2$.

Now let $\langle \text{Var}_1 \prec \alpha_1, \ldots, \text{Var}_1 \prec \alpha_n \rangle$ and $\langle \text{Var}_2 \prec \alpha_1, \ldots, \text{Var}_2 \prec \alpha_n \rangle$ be runs of $\text{Trans}_1$ and $\text{Trans}_2$, respectively. From $\text{Var}_1 \prec \alpha_1 \models \text{Init}_1$ and $\text{Var}_2 \prec \alpha_1 \models \text{Init}_2$ we have $\alpha_1 \models \text{Init}_1 \land \text{Init}_2$. Similarly, for the transition relation $\text{Trans}_1 \land \text{Trans}_2$. \hfill $\square$

6.4.3. Bounded Model Checking

If the satisfiability problem for the language $L(\text{Var})$ is semi-decidable, the reachability problem for the transition constraint system is also semi-decidable. The simplest algorithm works by unrolling the TCS up to a predetermined depth. This approach, called bounded model checking [CBRZ01, BCCZ03], is useful to quickly find short counterexamples.

The function $\text{unroll}(T, k)$ computes the set of states reachable in $k$ steps of the transition system. It can be computed by the following recursive equation:

$$\text{unroll}(T, 0) = \text{Init}[v(0)/v]$$  \hspace{1cm} (6.8)

$$\text{unroll}(T, k + 1) = \text{unroll}(T, k) \land \text{Trans}[v(k)/v][v(k+1)/v']$$  \hspace{1cm} (6.9)

Here the renaming $[v(k)/v]$ should denote that all variables in $\text{Var}$ are renamed by decorating them with the index $(k)$. The variables $v(i)$ in the above formula represent the state after exactly $i$ steps. The states reachable in zero steps are the initial states, which is stated by (6.8). The next equation computes the states reachable after exactly $k+1$ steps: First, the reachable states after $k$ steps are computed. Then the transition relation $\text{Trans}$ is applied on these states. The variables of the pre-states are renamed the $v(k)$ in the transition relation and the variables of the post-state are renamed to $v(k+1)$. A non-deterministic algorithm that semi-decides reachability for a transition constraint system is given in figure 6.7.
Input: TCS $T$, state predicate $\phi$.

Output: true, if a state satisfying $\phi$ is reachable.

1. Guess unrolling depth $k$. This corresponds to the number of steps needed to reach a state satisfying $\phi$.
2. Compute the unrolled system $F := \text{unroll}(T, k)$.
3. Return true if $F \land \phi[v(k)/v]$ is satisfiable.

Figure 6.7.: Algorithm to semi-decide reachability for a TCS

6.4.4. ARMC

The bounded model checking technique cannot be used to prove that the system is safe. It can only be shown that no counterexample of a length upto $k$ exists. However, there is no guarantee that no larger counterexamples exists.

A different approach to prove safety properties of infinite state systems is abstraction by over-approximation. If the abstraction is too coarse, it will produce spurious counterexamples in the abstract system that cannot be refined for the concrete system. On the other hand, if no counterexample is found in the abstract system, the concrete system is safe, too. When a spurious counterexample is found it gives a hint to which parts of the abstraction are too coarse. This hint can be used to produce a finer abstraction that will not produce the same spurious counterexample. This technique is called abstraction refinement model checking.

We use the abstraction refinement model checker ARMC [Ryb02]. This model checker uses predicate abstraction and interpolants on the counterexample to generate new predicates in the refinement cycle. The current implementation supports infinite state systems involving linear real or integer arithmetic. As the reachability problem for transition constraint system is only semi-decidable, it is impossible to guarantee that ARMC will terminate. The following three cases are possible.

- ARMC finds an abstract counterexample that can be transferred to the concrete system. In this case, the property is not satisfied and ARMC outputs the counterexample.

- A safe abstraction of the system is found, that contains no counterexample for the property. In this case, ARMC assures that the property
is satisfied. It also outputs the predicates used for abstracting the system.

- ARMC enters an infinite abstraction refinement loop. All abstractions contain spurious counterexamples. New abstraction predicates are added to exclude this particular counterexample. However, another larger spurious counterexample is still present in the abstract system. ARMC will never terminate.

The transition constraint systems used in ARMC differ from definition 6.3. They have an explicit notion of program counters; thus there is no need to represent them as state variables. Instead of a single initial predicate there is a set of tuples \((p_0, \text{Init})\), where \(p_0\) is an initial location and \(\text{Init}\) a predicate describing the state. A system state is represented by a tuple \((p, \alpha)\), where \(p\) is a location and \(\alpha\) a state valuation.

Unfortunately, ARMC only works on disjunctive normal form formulae. When working on a single automaton the translation given in section 6.4.2 almost produces a formula of this form. Only edges with guards that contain disjunctions need to be transformed to disjunctive normal form and split into multiple edges, one for each disjunct. For disjunction free guards the formulae \(\text{Init}\) and \(\text{Trans}\) are already in disjunctive normal form.

When checking several phase event automata that run in parallel this restriction of ARMC poses a problem, though. The parallel composition for TCS combines the transition guards with conjunction. When using the distributive law to convert this to disjunctive normal form we get an exponential blow up. This gives the same result as computing the parallel product automaton directly and translating this automaton to a TCS.

### 6.4.5. Case Study: Elevator

We apply the above algorithm to the case study for the elevator introduced in section 3.2.2. The goal is to prove the following safety property: all reachable states of the system satisfy the invariant

\[
\text{Min} \leq \text{current} \leq \text{Max}.
\]

This invariant states that the current floor is always between minimum and maximum floor. It holds because the elevator must stop when it reaches the goal floor due to the real-time requirements. The invariant depends also on the Z and CSP part. Thus, we need to translate the full specification into
a transition constraint system. The phase event automata of the elevator specification were already given in sections 5.1, 5.2, and 5.3.3.

For the CSP automaton we use the variable $p_C$ to store the current location. For simplicity we enumerate the locations in figure 5.1 on page 99 from left to right as 0, 1, 2. The resulting transition constraint system is as follows:

$$\begin{align*}
Init_{CSP} &= p_C = 0 \\
Trans_{CSP} &= p_C = 0 \land \neg\text{newgoal} \land \neg\text{start} \land \neg\text{stop} \land \neg\text{passed} \land p'_C = 0 \\
&\lor p_C = 0 \land \text{newgoal} \land \neg\text{start} \land \neg\text{stop} \land \neg\text{passed} \land p'_C = 1 \\
&\lor p_C = 1 \land \neg\text{newgoal} \land \neg\text{start} \land \neg\text{stop} \land \neg\text{passed} \land p'_C = 1 \\
&\lor p_C = 1 \land \neg\text{newgoal} \land \text{start} \land \neg\text{stop} \land \neg\text{passed} \land p'_C = 2 \\
&\lor p_C = 2 \land \neg\text{newgoal} \land \neg\text{start} \land \neg\text{stop} \land \neg\text{passed} \land p'_C = 2 \\
&\lor p_C = 2 \land \neg\text{newgoal} \land \neg\text{start} \land \text{stop} \land \neg\text{passed} \land p'_C = 0
\end{align*}$$

The Z automaton on page 102 has only a single location. Therefore, we do not need a variable to store the current location. The resulting transition constraint system is as follows:

$$\begin{align*}
Init_Z &= \text{current} = \text{goal} = \text{Min} \\
Trans_Z &= \neg\text{newgoal} \land \neg\text{start} \land \neg\text{stop} \land \neg\text{passed} \\
&\land \text{current}' = \text{current} \land \text{goal}' = \text{goal} \land \text{dir}' = \text{dir} \\
&\lor \text{newgoal} \land \neg\text{start} \land \neg\text{stop} \land \neg\text{passed} \\
&\land \text{Min} \leq \text{goal}' \leq \text{Max} \land \text{goal}' \neq \text{current} \\
&\land \text{current}' = \text{current} \land \text{dir}' = \text{dir} \\
&\lor \text{start} \land \neg\text{newgoal} \land \neg\text{stop} \land \neg\text{passed} \\
&\land (\text{goal} > \text{current} \Rightarrow \text{dir}' = 1) \\
&\land (\text{goal} < \text{current} \Rightarrow \text{dir}' = -1) \\
&\land \text{current}' = \text{current} \land \text{goal}' = \text{goal} \\
&\lor \text{stop} \land \neg\text{newgoal} \land \neg\text{start} \land \neg\text{passed} \\
&\land \text{goal} = \text{current} \\
&\land \text{current}' = \text{current} \land \text{goal}' = \text{goal} \land \text{dir}' = \text{dir} \\
&\lor \text{passed} \land \neg\text{newgoal} \land \neg\text{start} \land \text{stop} \\
&\land \text{current}' = \text{current} + \text{dir}
\end{align*}$$
The phase event automata for the two DC formulae of the specification are depicted on page 139. The first has two locations \( \{1\} \), \( \{1, 2\leq\} \) that we enumerate as 0 and 1. Initially, the automaton starts in location 0 and resets clock \( c_2 \). By convention, the variable \( c_2 \) of the transition constraint is set to the value of clock \( c_2 \) after the first delay \( \text{len} \) has passed, therefore it is initialised to \( \text{len} \). Also when the clock is reset by some transition it is set to \( \text{len} \). Otherwise it is incremented by \( \text{len} \). The resulting transition constraint system comprises these formulae:

\[
\text{Init}_{DC1} = p_{D1} = 0 \land c_2 = \text{len} \\
\text{Trans}_{DC1} = p_{D1} = 0 \land \neg \text{passed} \land c'_2 = c_2 + \text{len} \land p'_{D1} = 0 \\
\quad \lor \quad p_{D1} = 1 \land \text{passed} \land c'_2 = \text{len} \land c'_2 \leq 3 \land p'_{D1} = 1 \\
\quad \lor \quad p_{D1} = 1 \land \neg \text{passed} \land c'_2 = c_2 + \text{len} \land c'_2 \leq 3 \land p'_{D1} = 1 \\
\quad \lor \quad p_{D1} = 1 \land \neg \text{passed} \land c_2 \geq 3 \land c'_2 = c_2 + \text{len} \land p'_{D1} = 0
\]

The translation of the second DC automaton is very similar. The locations \( \{1\} \), \( \{1, 2\} \) and \( \{1, 2, 3\geq\} \) are encoded as 0, 1, and 2, respectively. In this automaton some locations have invariants. This invariant is checked whenever the variable \( p_{D2} \) is set to a new value. This automaton has two initial edges, so the initial constraint is a disjunction of two constraints, one for each initial edge.

\[
\text{Init}_{DC2} = p_{D2} = 0 \land c_3 = \text{len} \land \text{current} = \text{goal} \\
\quad \lor \quad p_{D2} = 1 \land c_3 = \text{len} \land \text{current} \neq \text{goal} \\
\text{Trans}_{DC2} = p_{D2} = 0 \land c'_3 = c_3 + \text{len} \land \text{current} = \text{goal} \land p'_{D2} = 0 \\
\quad \lor \quad p_{D2} = 0 \land c'_3 = c_3 + \text{len} \land \text{current} \neq \text{goal} \land p'_{D2} = 1 \\
\quad \lor \quad p_{D2} = 1 \land c'_3 = c_3 + \text{len} \land \text{current} \neq \text{goal} \land p'_{D2} = 1 \\
\quad \lor \quad p_{D2} = 1 \land c'_3 = \text{len} \land \text{current} = \text{goal} \land c'_3 < 2 \land p'_{D2} = 2 \\
\quad \lor \quad p_{D2} = 2 \land \neg \text{stop} \land c'_3 = c_3 + \text{len} \land \text{current} = \text{goal} \land c'_3 < 2 \land p'_{D2} = 2 \\
\quad \lor \quad p_{D2} = 2 \land \text{stop} \land c'_3 = c_3 + \text{len} \land \text{current} = \text{goal} \land p'_{D2} = 0 \\
\quad \lor \quad p_{D2} = 2 \land c'_3 = c_3 + \text{len} \land \text{current} \neq \text{goal} \land p'_{D2} = 1
\]

Before this transition constraint system can be fed into the model checker ARMC some transformations are necessary. ARMC can only handle transition constraint systems in disjunctive normal form (DNF). Each of the
above transition constraint is in this form already. However, the TCS for
the parallel product of the four automaton is the conjunction of the for-
formulae above and therefore not in DNF anymore. Therefore, this formula
needs to be converted back into DNF, which gives the same formulae as
computing the parallel product automaton and converting it to TCS.

The model checker ARMC does not support boolean variables. It can
only handle either real or integer variables. We only need boolean variables
to model events. These can be abstracted away after converting the TCS to
DNF: conjuncts that contain event variables in positive and negative form
are equivalent to false and can thus be omitted. In the other conjuncts
the event variables can be omitted. The particular events occurring is only
important for synchronisation and that is resolved when computing the
DNF of the full TCS.

For these experiments we used our tool for phase event automata to
compute the parallel product as a single automaton. This automaton is
then converted into ARMC syntax automatically. The conversion also uses
the explicit locations that are provided by ARMC.

Since ARMC does not handle transition constraint systems with both
integer and real variables, we have to abstract the integer variables by real
variables. Using real variables for current, goal and dir is a safe abstraction.
This is because it allows all the runs that are allowed with integer variables
and additional runs with non-integer values for these variables. However,
this abstraction is too coarse for our purposes. If the difference between
current floor and goal floor is not integer the elevator will never reach the
goal floor exactly. To prevent this, an additional axiom is inserted that
holds for the original case study, where current and goal are integers:

\[
current \neq goal \Rightarrow current \leq goal - 1 \lor current \geq goal + 1
\]

This axiom just encodes a property of integer numbers that is needed to
prove the safety of the elevator. Because it holds for all runs of the original
specification, adding the axiom yields a safe abstraction.

In [HM05] we successfully used ARMC to prove the invariant 6.10 using
this algorithm. When abstracting from the event variables, as described
above, ARMC proves the property within 96 seconds on a standard Linux
PC (2.6 GHz Pentium 4).

However, the general reachability problem for transition constraint sys-
tems is only semi-decidable. Therefore, ARMC does not always give an
answer. Its termination depends on the heuristic it uses to generate new
abstraction predicates. Unfortunately, the latest version of ARMC cannot
find the correct abstraction predicates needed for the elevator case study.
The results given above are generated with a previous release of ARMC.

6.5. Related Work

Using binary decision diagrams (BDD) to represent boolean formulae is
proposed in [Bry86]. They introduce the notion of reduced ordered BDD
to get a small and canonic representation. The theory of ROBDD is
well-researched and there are several libraries such as CUDD [Som98],
BuDDy [LN99] and JBDD [Vah04]. These libraries use a very efficient
representation and highly optimised algorithm. Unfortunately, these op-
timisations make it very hard to extend the libraries for different kind of
decision diagrams.

Our implementation of a decision diagram library can handle nodes with
an arbitrary number of children, which are needed for interval decision
diagrams [ST98]. New types of nodes can be created in an object-oriented
way. For each formula only one instance is created. A reference to this
shared instance it is used at all places where the formula is needed. This
makes the implementation space efficient.

6.5.1. Audio Protocol

The audio protocol was first analysed in [BPV94] using Timed I/O au-
tomata to show that it is correct for $t > 1/17$. The authors establish a
weak timed forward simulation from the parallel composition of sender and
receiver to a specification. The specification is a simple buffering automa-
ton that receives a message and outputs it after a time. The simulation
relation and the proof of correctness were created manually. They were
checked with the Coq proof assistant [BC04].

In [LPY95] an automatic proof using Uppaal was given. The synchronisa-
tion between sender and a receiver was achieved by an event $up$ representing
the rising edge on the wire. The correctness was shown by constructing
a test automaton by hand. If this automaton expects a zero bit to be re-
ceived next, it can communicate $output\_0$, otherwise, $output\_neq\_0$. The
latter causes the receiver to enter an error state if it received a zero. Sim-
ilarly events exists for one bits. At any state of the test automaton either
$output\_0$ or $output\_neq\_0$ is enabled but this has to be established manually.
If one of the conditions under which $output\_neq\_0$ must be communicated
is missing, it is possible that the receiver cannot enter the error state even if the protocol is incorrect.

We automatically create the test automaton from Duration Calculus formulae. Thus, provided that the formula describes the desired behaviour the automaton is guaranteed to be correct. It is much easier to create a correct formula than a complex test automaton. Also the behaviour can easily be specified by several small formulae, each testing for one undesired behaviour.

Our model is also simpler than the one given in [LPY95], which is because the change of the wire variable and the receiving and sending of events can be done synchronously with phase event automata. In Uppaal the sender automata need intermediate locations to perform an up event at the same time it receives a input_1 event.

6.5.2. Model Checking Duration Calculus

Although the general Duration Calculus is not decidable [ZHS93], there have been several approaches to prove decidability for subsets of the language or different time models. For example, DCVALID [Pan01] checks a large subset of discrete time duration calculus formulae for satisfiability. In [Frä98], Fränzle gives decidability results for different subsets of DC and underlying time models. The problem he decides is the model property for timed automata: given a timed automata and a DC formula, do all runs of the automata satisfy the formula. For dense-time duration calculus with finitely variable models the largest subset of DC is $\{ \lceil P \rceil, \ell < k, \ell = k, \ell > k \}$ combined with the operators $\land, \lor, \neg$ and exactly one outermost negation.

Using our power set construction, Meyer [Mey05] improves the result of Fränzle: With his test automata he can decide the model property for the formula built from arbitrary positive or negative counterexample formulae using $\land, \lor, \neg$ and exactly one outermost negation. Since $\lceil P \rceil, \ell < k, \ell > k$ are positive counterexample formulae and $\ell = k$ can be represented by $\ell \geq k \land \ell \leq k$, this class is a superset of the set given by Fränzle. With the abstraction given in section 6.3, reachability for Meyer’s test automata, which satisfy the strong stuttering invariant (6.1), can be decided with Uppaal.

In [DL02] Dierks and Lettrari present another translation from requirements to test automata. The requirements are given as Constraint Diagrams [Kle00] which have a Duration Calculus semantics with an assump-
tion and a commitment part. Dierks and Lettrari demand that adjacent commitments exclude each other, so that they can be checked in a deterministic way. The class of formulae that can be handled is neither a subclass nor a super class of the formulae that can be handled by Meyer using the power set construction.
In this chapter, we summarise the results of this thesis and discuss topics for future work.

7.1. Summary

In this thesis, we presented CSP-OZ-DC, a new combination of CSP, Object-Z, and Duration Calculus. This language is based on the existing combination CSP-OZ by Fischer. We also redefined the CSP dialect CSPz that is used in the CSP part of CSP-OZ-DC specification to cope with schema types as channel values, and gave new type-checking rules and a more accurately defined semantics. For CSP-OZ-DC, we defined its semantics by a set of interpretations, which are mappings from the time domain into Z models.

To give an operational semantics of CSP-OZ-DC, we defined the model of phase event automata. These automata synchronise on state variables and events, and have the notion of real-time. Although the automata can share global state variables, their parallel composition is fully compositional, which facilitates modular reasoning. The parallel composition corresponds to logical conjunction in Duration Calculus and to alphabetised parallel composition of CSP processes. Therefore, it can be used to define the interaction between the CSP, Object-Z, and Duration Calculus part of a class. It can also be used to build larger systems from multiple classes.

We defined the translation of CSP-OZ-DC to phase event automata. Here, the main contribution is the translation of DC counterexample formulae. We defined an automatic translation for a large class of formulae that is a proper superclass of the DC implementables. In theorem 5.1, theorem 5.2, and corollary 5.20, we proved the soundness of the translation.
Finally, we presented model checking techniques for phase event automata. Instead of creating a new model checker, we provided translations into timed automata and transition constraint systems to reuse existing model checkers for these domains, Uppaal and ARMC. The feasibility of the approach was illustrated with case studies.

7.2. Future Work

In this thesis, we defined a trace semantics for CSP-OZ-DC. For phase event automata a trace semantics was given in form of a set of runs. However, it is well known that a trace semantics is too weak to represent non-deterministic choice and deadlocks. For CSP, the failures divergence semantics gives a more complete view of the behaviour of a process. The semantics is defined as a set of failures that describe a behaviour by a trace and the set of communication the process can refuse after the trace. In [Dav93], Davies develops a theory for timed failures, which he uses to define semantics for Timed CSP. A similar semantics can be given for phase event automata, and thus for CSP-OZ-DC classes.

In section 6.3, we used bad locations to check properties specified by DC formulae. These bad locations correspond to final states in automata theory. The system violates the formula if there is an accepting run of the automaton that ends in a final state. For liveness and fairness properties, we need to consider infinite runs and Büchi acceptance [Büc60]: a run is accepted if one of the final states is visited infinitely often. Alur and Dill [AD94] analyse timed Büchi automata and the more general timed Muller automata. Their results should be transferable to phase event automata.

The latest version of ARMC can check for termination, i.e., whether a group of locations must eventually be left. A non-terminating run corresponds to an accepting run of a Büchi automaton. Therefore, it should be possible to use Büchi test automata to check general liveness properties. Meyer [Mey05] considers DC formulae with liveness. Although he does not give a translation to phase event automata (which would require Büchi automata), he provides simplifications for liveness formulae. With these simplifications, it should be easy to build the Büchi phase event automaton that can be used with ARMC.

Another interesting task is to combine phase event automata with stopwatch automata. These automata have clocks that can be stopped in
certain states without resetting them to zero. If the clock is stopped if and only if \( \neg P \) holds, the clock measures the duration that \( P \) hold, which is expressed as \( \int P \) in Duration Calculus. The counterexample traces can be enriched with phases demanding that \( \int P \sim k \), where \( \sim \in \{<,\leq,\geq,>\} \). Multiple formulae of the form \( \int P \sim k \) can be conjuncted, provided that \( \sim \) is always the same operator. Because formulae containing \( \ell = k \) cannot always be translated into a deterministic automaton, and because it can be expressed as \( \int 1 \leq k \land \int 1 \geq k \), mixing of comparison operators cannot be allowed. Although the reachability problem for stop watch automata is not decidable, the translation of stop watch phase event automata to transition constraint systems is still possible. There is no guarantee that a model checker like ARMC will produce a result though.
A. Syntax of CSP-OZ-DC

The basic syntax of CSP-OZ-DC is based on the syntax of Z. All constructs allowed in Z are also valid CSP-OZ-DC specifications. The syntax for Expression and Paragraph is extended to allow the new constructs for CSPz and CSP-OZ-DC. Also some new non-terminals are introduced.

To denote the syntax, we use BNF grammar with a few extensions to make the syntax description more readable. The notation $X, \ldots, X$ stands for one or more $X$ separated by the commas. Furthermore, slanted brackets are used as in $\{X\}$ denote that $X$ is optional.

A.1. New constructs in CSPz

\[
\begin{align*}
\text{Interface} & ::= \text{ChannelDecl} \; \text{NL} \ldots \text{NL} \; \text{ChannelDecl} \\
\text{ChannelDecl} & ::= \text{chan} \; \text{NAME}, \ldots, \text{NAME} [ : \text{Expression} ] \\
& \quad \mid \text{local\_chan} \; \text{NAME}, \ldots, \text{NAME} [ : \text{Expression} ] \\
\text{ProcessDeclaration} & ::= \text{ProcessEquation} \; \text{NL} \ldots \text{NL} \; \text{ProcessEquation} \\
\text{ProcessEquation} & ::= \text{NAME} [ (\text{SchemaText}) ] \; c = \text{Expression} \\
\text{Expression} & ::= \text{Stop} \mid \text{Skip} \mid \text{Chaos}(\text{Expression}) \mid \text{Diver} \\
& \quad \mid \text{Expression} \rightarrow \text{Expression} \\
& \quad \mid \text{Expression} \Box \text{Expression} \\
& \quad \mid \text{Expression} \sqcap \text{Expression} \\
& \quad \mid \text{Expression} \odot \text{Expression} \\
& \quad \mid \text{Expression}_{\text{Expression}} \mid \text{Expression}_{\text{Expression}} \text{Expression}
\end{align*}
\]
A. Syntax of CSP-OZ-DC

| Expression || Expression |
| Expression [Expression] Expression |
| Expression △ Expression |
| Expression \ Expression |
| Expression [Renaming] |
| Predicate & Expression |
| Expression |
| □ SchemaText • Expression |
| □ SchemaText • Expression |
| ∘ SchemaText • Expression |
| ||| [Expression] SchemaText • Expression |
| || SchemaText • [Expression] Expression |
| ||| SchemaText • Expression |
| [Expression] SchemaText • Expression |
| ... (standard rules for Expression) ... |

A.2. New constructs in CSP-OZ-DC

\[
\text{Paragraph ::= COD\_Class} \\
\text{COD\_Class ::= NAME \ [\ [\text{Formals} \ ] \ ] \ [\ (\text{SchemaText}) \ ]} \\
\text{COD\_SchemaText ::= Interface} \\
\text{ProcessDeclaration} \\
\text{[ Paragraph \ ... \ Paragraph]} \\
\text{State} \\
\text{[ Init ]}
\]
A.3. DC formulae

In the DC part of a CSP-OZ-DC part only counterexample formulae are allowed:

\[
DC ::= ce\_formula\ NL \ldots NL\ cd\_formula
\]

\[
ce\_formula ::= \neg (phase \sqcap (phase \mid events) \sqcap \ldots \sqcap (phase \mid events) \sqcap \text{true})
\]

\[
phase ::= (true \mid [Predicate])[\wedge \ell \sim t] [\wedge \Box NAME \ldots \wedge \Box NAME]
\]

\[
\sim ::= \leq \mid < \mid > \mid \geq
\]

\[
events ::= \uparrow NAME \mid \downarrow NAME\]

| events \lor events | events \land events |
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